Raspberry Pi assisted face recognition framework for enhanced law-enforcement services in smart cities
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HIGHLIGHTS

- Framework for suspect identification to passively enable security in smart cities.
- Computationally inexpensive Viola Jones algorithm for face detection on Raspberry Pi.
- ORB features extraction from only face regions for recognition and classification.
- Energy-aware offloading of features to cloud for real-time suspect identification.
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ABSTRACT

Similar to a fingerprint search system, face recognition technology can assist law enforcement agencies in identifying suspects or finding missing persons. Face recognition technology lets the police detect a suspect’s face and compare it with image databases of known criminals and provides investigators with a match list of the most similar faces. Face recognition is a highly efficient and accurate tool in investigation processes. However, in some sensitive scenarios covert methods are required for the detection of suspects or missing persons without risking the lives of police. With the availability of the nano devices such as Raspberry Pi, law enforcement agencies such as police can be equipped with a concealed and secure face recognition system. In this paper, a Raspberry Pi and cloud assisted face recognition framework is proposed. A small-sized portable wireless camera is mounted on a police officer’s uniform to capture a video stream, which is passed to Raspberry Pi for face detection and recognition. The proposed method uses Bag of Words for extraction of oriented FAST and rotated BRIEF points from the detected face, followed by support vector machine for identification of suspects. Raspberry Pi has limited resources such as storage space, memory, and processing power, and therefore the proposed classifier is stored and trained on the cloud. The proposed method is implemented on Raspberry Pi 3 model B in Python 2.7 and is tested on various standard datasets. Experimental results validate the efficiency of the proposed method in accurate detection of faces compared to state-of-the-art face detection and recognition methods, and verify its effectiveness for enhancing law-enforcement services in smart cities.

1. Introduction

In recent years, with the explosive growth of smart devices, a change in user preferences has been observed [1]. Advancement in recent technologies like 3G/4G networks help users while connecting to the grid from remote locations and enjoy a richer user experience with a wide spread use of social networking features [2]. Such services can be exploited to make the work of security agencies more manageable and reliable. Law enforcement agencies usually encounter problems when it comes to public surveillance and suspect detection, as it is not an easy task especially in third world countries where budgets are limited and solutions for thwarting crimes can be very expensive and harder to implement. Therefore, cheap and simple solutions for suspect detection is becoming
increasingly challenging to ensure public security and to deliver security services regardless of time and place. The proposed system is a step towards modern public security solutions remotely in a cost-effective way in smart and emerging cities.

Face recognition is becoming a multi-disciplinary research area and it has vast applications in the field of security, i.e., identification and verification of a person in image/video frames. Identifying humans from faces is what humans do implicitly and we are quite good at it. However, when it comes to computers, it is not an easy task for image processing applications as there are several parameters that need to be calculated precisely before recognition [3]. Over the past several years, the face recognition technology has engaged an overwhelming number of researchers and it is slowly replacing other biometrics security systems [4–6]. This is mainly due to its capability to record at a distance without interacting with the subject itself, making it convenient for a wide range of applications. Face recognition systems range from criminal detection in national databases to social media websites, and is also used for the identification of suspects on international borders [7].

The human face is regarded as a good metric for identification along with other biometric techniques such as fingerprints and irises. In most cases, the face provides sufficient information to identify any suspect to a reliable extent [8]. Although other biometric techniques such as fingerprint scanning are generally more accurate than face recognition, face recognition methods are advantageous due to the fact that they do not require the cooperation of the suspect. A number of techniques exist in the literature that can be used for face recognition. For instance, Yang et al., [9] presented an appearance-based face representation and recognition system using two dimensional PCA. This technique makes use of a 2D matrix as opposed to a 1D vector for vector covariance. This method claims to be less resource intensive and suitable for smaller image size. This method does not address the problems of illumination, variation, or pose directly, and therefore its performance and robustness is somewhat unpredictable. However, in real-world situations, images are prone to damage like scratches, blurring, or distortions. Kshirsagar et al., [10] used the Eigen faces technique which makes use of linear discriminant analysis [11]. LBP based descriptors are usually effective in representing spatial structure information and it has been successfully applied to face recognition with good results. The simplicity in computation as well as low-dimensional space requirement makes it ideal for small problem size; however, the redundancy in features and increasing feature length leads to compromised accuracy.

Besides the above, the Hidden Markov Model [12] has also been used for features extraction and face recognition but due to the high computational demand and lack in performance, it cannot be reliably used in real-time situations. Recently, researchers used artificial neural networks [13] and convolutional neural networks (CNNs) [14] which provide better results in both face detection and recognition. Additionally, some machine learning techniques such as classification can be used to classify faces to their respective classes. Linear SVM [15] is a classifier most commonly used for binary classification which can also be used for multi-class classification [16] with some variations.

The aforementioned methods are computationally expensive, making them less suitable for real-time detection and recognition of faces during public surveillance. Therefore, the proposed framework uses bag of words with the ORB (Oriented FAST and Rotated BRIEF) [17] feature extraction method for feature extraction which is cost-effective, thus making it more feasible for our system. Further, our framework uses a cloud-based ensemble support vector machine (ESVM) to recognize the suspects. This type of recognition uses a large number of feature vectors to train the model and identify suspects later on with good accuracy. The main original contributions of this work are listed as follows:

1. A novel Raspberry Pi based cloud assisted framework is proposed for suspect detection and recognition. Suspects are identified in video streams which passively facilitate law enforcement agencies to provide better safety in smart cities.
2. The Viola Jones face detector is incorporated in the proposed framework, providing efficient face detection results compared to state-of-the-art schemes. Furthermore, the Viola Jones face detection algorithm is computationally inexpensive, making it suitable for the Raspberry Pi based framework.
3. The proposed system considers ORB points as extracted from the detected face region for face recognition. The ORB technique uses a fast binary descriptor based on BRIEF, and is rotationally invariant. Further, it is effective and computationally feasible for embedded and smart devices such as smart phones, tablets, and Raspberry Pi, where resources are limited.
4. Our framework uses an SVM model which is trained on the cloud to recognize faces and categorize them into their respective classes. Instead of sending entire face image, only extracted features are transmitted to the cloud server, saving transmission energy and bandwidth. This makes our system more affordable and implementable for security in smart cities.
5. Securing the features of a query image is not necessary because the image cannot be recreated from the limited set of features. However, for an added layer of security we calculate the hash of each vector using the SHA-128 algorithm. This creates a 128-bit hash for a given vector that is then transferred to the cloud implicitly, along with the feature vector to provide integrity and confidentiality. Similar security mechanisms are proposed in our previous works [17–19] where we proposed methods of encrypting medical images using stenographic techniques on cloud in resource constrained devices.

The rest of the paper is organized as follows: Section 2 reviews related works, followed by Raspberry based applications for smart cities. The proposed work is explained in Section 3. Experimental results and discussion are given in Section 4. The conclusion and future research directions are given in Section 5.

2. Literature review

This section reviews state-of-the-art schemes for face detection and recognition in public security applications for law enforcement agencies. In recent years, various public security applications for public safety such as remote traffic monitoring and tele-security services have been developed, utilizing smart phones and tablets. The gradual advancement of techniques for face identification have been presented to explore their role in suspect detection because suspect identification plays a vital role in thwarting crimes by detecting criminals to reduce crimes and provide safety for the public.

There are many algorithms that can automatically detect a face in an image/video frame, e.g., a cascading object detector, but the Viola Jones algorithm is one of the most popular for face detection [20,21]. Faces are easily cropped from an image/video frame using the face detection algorithms. Facebook uses a deep-face system in which a 3D face model is employed to apply a piecewise affine transformation [22]. A nine-layer deep neural network is used to derive a face. Their system is trained with the largest labeled dataset of four million faces belonging to four thousand individuals and a simple classifier reaches an accuracy of 97.35% [23]. A new feature extraction method is used for face
recognition that uses Hough transform peaks [24]. These peaks are used for feature extraction and binary particle swarm optimization (BPSO) is used for selecting optimal features from the feature vector. The testing image is then classified using the Euclidean classifier. The Euclidean distance of a new Eigen face between the stored Eigen faces, and the lowest Euclidean distance between the new Eigen face and the stored Eigen face is considered the matched face [25]. Learned Local Gabor Patterns (LLGP) is a technique used for face representation and recognition. This technique is based on Gabor features, which makes use of intensity mapped masking to reduce the intensity of the background of a face image. The edges are improved using a Laplacian of Gaussian filter, while BPSO is used for optimal features selection and the Euclidean classifier is used for classification [26]. A 2D Laplacian face method is used for feature extraction, which is more accurate than one dimensional Laplacian faces, and KNN is used for classification purposes [27].

A novel feature extraction method for face images has many advantages over other traditional feature extraction methods, and these features are particularly suitable for face recognition when used with the KNN classifier for classification. A face recognition system that uses Scale Invariant Feature Transform (SIFT) [28] algorithm for the extraction of features from faces. These features are robust and fast but are weaker, and the algorithm requires more time to process than SURF [29]. In the proposed work, the ORB technique is used for feature extraction, which uses a fast binary descriptor based on BRIEF and is rotationally invariant. ORB is suitable in the proposed framework because it is extremely cost effective and computationally feasible for embedded and smart devices such as smart phones, tablets, and Raspberry Pi, where resources are limited. Experimental results demonstrate that the ORB feature extraction method is more efficient on a Raspberry Pi based framework for suspect recognition in comparison with state-of-the-art SIFT and SURF. In the following section, we investigate some real world applications designed by enthusiasts and researchers to facilitate daily life challenges. The versatility and diversity of the Raspberry Pi system makes it easy for developers to create useful, dynamic, and intelligent solutions for real world problems.

2.1. Raspberry Pi based applications

In the last few years, a significant amount of research work has been done using Raspberry Pi and other Nano (smart) devices. Chowdhury et al., [30] developed a home automation solution that facilitates the everyday activities of the home owner by automating doors, the home electric grid, and other appliances. All these operations can be controlled via the Internet using web services. Xu et al., [31] presented a test bed for wireless sensor nodes using RPI, making use of several logistic regression techniques to make routing more intelligent. Shah et al., [32] introduced a new application of Raspberry Pi using the Internet-of-Things (IoT). These applications of Raspberry Pi, combined with computational resources provided by the cloud, have opened new opportunities for richer applications and user experiences. Agrawal et al., [33] presented a low-cost irrigation and water management solution that is energy efficient and serves as a proof of concept. The initial setup makes use of some scalar sensors like ultrasonic sensors and solenoids to water some 50 pots in a garden, but the design can potentially be used to irrigate large fields as well. Januzi et al., [34] developed a security access control application based on face recognition. Due to its versatility, the Raspberry Pi device is popular among researchers. With its programmable pins, low cost, and easy to use software, some interesting projects have been proposed recently. In the medical field, Sethia et al., [35] proposed a method of transferring patient information more securely to repositories. The author used an ABE based encryption technique that encrypts data using a custom designed java applet that ran on Raspberry Pi. Raspberry Pi has been immensely popular in the IoT too. For instance, Imteaj et al., [36] used the device to design an automatic fire alarm system for warehouses and custom designed it for a garment factory. Furthermore, the system also sends an SMS along with evidence of the damaged area in the form of a picture. The fire brigade is also informed autonomously and special care has been taken to ensure fewer false alarms. Due to the small size of the device, it can be placed in a very confined space. For example, Chungki et al., [37] used the Raspberry Pi to act as an automatic charging mechanism for drones and quad copters. Similarly the same device is used by [38] to balance power loads among power meters. The authors introduced a new technique based on computer-network load balancing. They claim to have successfully implemented the technique and had profound results.

2.2. Support vector machine

Support Vector Machine is one of the most famous classifiers used in many classification problems. The reason for being used so widely is its simplicity and ease in implementing details. The reason that we chose SVM as classifier is that its performance on small devices with limited resources is impeccable. SVM has been used by many researchers in the past and proved its significance over the other classifiers available [39]. There are other variants of SVM such as Fuzzy SVM and LS-SVM but the performance accuracy ratio of the original SVM is very good in most cases. The SVM classifier has been used by many researchers in dynamic areas such as medical image classification [40–42], fruit classification [43], and face recognition [44]. Comparative study of SVM variants has not been conducted on Raspberry Pi yet, and choosing the optimum variant is still an open issue. The accuracy achieved by our experiments are comparatively better and investigation of all the other variants is beyond the scope of this paper.

3. Proposed methodology

Raspberry Pi cloud-based face detection and recognition is an advanced technology, which can enable law-enforcement agencies to easily identify different suspects locally and remotely in a seamless way. Raspberry Pi cloud based face detection and recognition can be operated through the local system as well as in the cloud. The proposed system will help security agencies to access criminal face images from the stored database for the purpose of identifying criminals. This framework reduces the computational power, storage, and bandwidth cost of the system without affecting the accuracy and performance. However, due to the limited resources provided by Raspberry Pi in terms of computational power and storage, the implementation of fully independent Raspberry Pi based face detection and recognition is not feasible. Therefore, in order to achieve best performance and user experience, Raspberry Pi is combined with the powerful computation capabilities of a cloud server. Heavy computations are assessed and transferred to the cloud in real-time, and returned back to the Pi. Furthermore, cloud based applications are more reliable as their availability in real time is crucial to this system. Face recognition and classification is a computationally expensive task and hence cannot be performed on Pi without affecting the performance and accuracy. The proposed framework consists of: (1) real-time video streaming from a wireless camera to the Pi, (2) Raspberry-Pi-Cloud with a reliable communication gateway to access faces database (3) face detection and recognition through offloading from Raspberry-Pi to the cloud, and (4) the use of the cloud for classification of different types of criminals, assigning them to their respective classes based on pre-defined criminal classes. An overview of the proposed system is given in Fig. 1.
In this framework, face recognition is achieved with a three step process: (1) face detection in a live video stream using the Viola Jones algorithm, (2) feature extraction using BoF with ORB, and (3) face recognition using a cloud assisted support vector machine (SVM). The proposed method has the competency to easily detect and recognize a face with its corresponding classes. The schematic representation of the proposed method is shown in Fig. 2.

3.1. Real-time face detection

Raspberry Pi can be mounted on the shirt of a police officer, on the police van, or located in public places. In the first step, faces are detected in real-time from the videos captured by the Raspberry Pi camera using the Viola Jones algorithm as shown in Fig. 3. The Viola Jones algorithm is considered to be one of the most efficient algorithms for face detection. There are several other face detection algorithms available that can be used to detect faces in real-time. Detailed analysis of these face detection algorithms is presented in [45]. The Viola Jones framework makes use of Haar-based and LBP approaches. The LBP is used as a binary feature descriptor which is usually represented as an unsigned integer. With this approach the performance of object detection is reduced significantly as binary representation is faster to compute and process. Furthermore, the Viola Jones algorithm proved to be more tolerant of illumination variations. Viola Jones proved to be the best in terms of performance in real-time videos; however, it is intolerant towards rotation and some distortions or noise may produce false positives.

After acquiring the face region, ORB points are extracted from the face. Then the SVM classifier is trained in the cloud through the extracted features for the proposed classification.

3.2. Feature extraction

Bag of Features, also called Bag of Words (BoW), is a standard feature descriptor. In this method, the local features of training images are extracted using Oriented FAST and Rotated BRIEF (ORB).
The reason why we use ORB is that it is fast, robust, and uses a local feature descriptor for object recognition, registration, and classification. The working mechanism of ORB with BoF is similar to SIFT but faster and more robust than SIFT or SURF [46]. Moreover, ORB is less resource intensive in comparison with SIFT and SURF. A detailed comparison of these algorithms are presented in Section 4.

BRIEF, ORB, and BRISK are binary visual descriptors more commonly used. The main advantage of using these descriptors is that they have less computational cost over its vector-based rivals such as SIFT and SURF. The binary feature descriptor uses binary numbers and hamming distance to compute the distance between two bits. The results are calculated by performing a bitwise XOR operation and then counting the acquired result. The end result requires less storage space and has less computational cost as it performs calculations only on bits that can be manipulated by modern systems such as Raspberry Pi, where the hardware support full word instruction, e.g., POPCNT. BRIEF, is a feature descriptor that has been proposed recently. It uses features like SIFT, and it has the same qualities as SIFT. For instance, it is robust in high light situations, distortion of perspective, and blurred images. Besides having all these qualities, ORB is more sensitive towards in-plane rotation.

3.3. ORB (oriented FAST and rotated BRIEF)

ORB makes use of BRIEF descriptors combined with a FAST keypoints detector. BRIEF stands for Binary Robust Independent Elementary Features, and it is a general purpose detector that can be made an arbitrary detector when combined with other point descriptors. Results of BRIEF on geometric and photometric transformed images are usually robust. BRIEF is designed for embedded and small devices as it takes less computational resources and is ideal for real-time image recognition applications [47]. On the other hand, FAST makes use of the Harris corner measurement technique to find top n points. It also produces multi-scale features by using pyramids; however, FAST is not rotationally invariant. The representation of ORB features with bag-of-visual-words is presented in Fig. 4.

For this purpose, ORB introduces few changes to the FAST keypoint descriptor. For rotational invariance, ORB calculates x and y moments in a circular region shaped like a patch of radius r.

\[ m_{pq} = \sum_{x,y} x^p y^q I(x, y). \]  

(1)

To achieve orientation, the intensity weighted centroid is calculated and the vector direction grows towards the centroid from this corner point. A matrix of \(2 \times n\) is created for any feature set which contains the pixel coordinates \((x_i, y_i)\), where \(n\) is the number of binary tests at a specific location. \(\theta\) and its rotation matrix is calculated by using orientation of the patch, and \(S\) is rotated to get \(S_\theta\).

\[ s = \frac{m_{10}}{m_{00}}. \]  

\[ m_{00} = m_{01} = 0. \]  

(2)

ORB computes and increments the angle by 12 degrees \((2\pi/30)\) at a time and maintains a lookup table. This lookup table contains the already computed patterns of BRIEF. If the orientation of \(\theta\) across the views is consistent, the descriptors will be computed...
according to the correct set of $S_0$ points.

$$\theta = a \tan 2(m_{00}, m_{10}). \quad (3)$$

### 3.4. Cloud-based training

Cloud computation and storage provides ubiquitous access to service, store, and utilize these resources from a remote location with the least amount of concern regarding mobility or security. With the revolution of big data, a massive demand of computation, energy, internet bandwidth, and storage is created more than ever before. On the other hand, smart phones, tablets, and other smart devices are often small in size, having less computation power, storage, and limited energy. To overcome these challenges, hybrid approaches are used in which smart devices make use of cloud services for heavy computations such as machine learning model trainings, classifications, and pattern recognitions [16]. There are several cloud vendors, including Google and Microsoft.

Machine learning algorithms generally require large amounts of computation power, memory, and storage other than hardware resources. Besides the resources, these algorithms need a large amount of training datasets for accuracy [29]. However, a large training dataset cannot be loaded into smart devices such as Raspberry Pi, tablets, or smartphones. In order to avoid any damage to the device and improve user experience, a resource aware hybrid-approach is proposed, where the cloud is used as a service to reduce computation cost. The cost of classification is higher than the pre-calculated threshold $T(Tau)$. The formulation of the threshold has already been tested in our previous work [48].

$$T = e^{−(\sqrt{BW^2+B^2})} \ast U. \quad (4)$$

The bandwidth (BW) is usually the key aspect in calculating the overall utilization of energy and resources. The available battery (B) is also considered as we must be aware of the available resources in hand. In our previous work we concluded that the threshold is inversely proportional to the BW and B. Small values of T will prove to be more efficient in terms of resource utilization. All resources are measured from 1 to 0, i.e., maximum battery will be indicated by 1 and minimum will be counted as 0. The user preference U is a critical variable. It gives control to the user for better utilization of resources, i.e., if user is aware of available resources then he can adjust the user preference accordingly.

Using this threshold, additional computational cost is offloaded to the cloud thereby reducing resource usage on the Raspberry Pi. In machine learning, some classifiers offer more robust and accurate classification procedures due to their global properties such as ANN [30] and SVM [31,32]. These techniques become more complex and expensive to process large datasets on smart devices such as Raspberry Pi [33]. In the current technological age, there are various distributed machine learning methods which can be trained on multiple local computers or on a single powerful cloud server. Once trained, these models can be accessed for classification purposes in both local as well as remote locations.

### 4. Results and discussion

As discussed earlier, the wireless video camera mounted on police officers’ uniforms captures real-time video and streams it back to the Raspberry Pi. The stream of the video is processed frame-by-frame, and the face region is extracted from the real-time video using the Viola Jones algorithm [49]. After face detection, the face image is stored locally and forwarded to feature extraction module. Bag of Words descriptor is used to extract ORB points. Once the features are extracted, we determine the cost of the resources needed to classify it locally or on the cloud. The SVM classifier is trained using the same extracted features. This model resides on the cloud and is acceptable using the Google Cloud API provided by most services.

#### 4.1. System configuration

The Raspberry Pi device was used to acquire a video stream from the wireless camera. The device was used with the following specification and configuration and hardware details are also given in Table 1. The Raspberry Pi has a Broadcom BCM2837 system on a chip which includes an ARM Cortex-A53, 1.2 GHz processor, Video Core IV GPU, and an SD card slot. The GPU of the Raspberry Pi is capable of video playback using H.264 which can play Blu-ray quality videos at 40MBits/s. OpenGL ES2.0 and OpenCV libraries are used to access fast 3D cores. There are several ports present on the Raspberry Pi 3 Model B board including HDMI, 2 × 2 USB Ethernet, and several others.

Raspberry is the default operating system of the Raspberry Pi and it has more support than any other operating system for the device. Furthermore, the community support for Raspberry is appreciable. As Raspberry is built on the flavor of Debian, it naturally has all the features and compatibilities required for the project. Python 2.7 and 3.5 is already part of the Raspberry operating system and therefore a separate installation is not necessary. The reason that we chose Python 2.7 is because it has more resource community support available and unlike Python 3.5 it is fully compatible with OpenCV 3 and above. The project requires some external Python libraries that need to be installed separately. We have also installed some other performance measurement libraries to evaluate the performance of the code.

#### 4.2. Repeatability measurement

Point-to-point matching of two different images is measured in terms of repeatability, which corresponds to the mean number of points matched in two images.

$$Cr_{12} = \frac{C(I_1, I_2)}{\text{mean}(m_1, m_2)}. \quad (5)$$

Repeatability measurement is computed using the above equation, where $C(I_1, I_2)$ shows the corresponding number of points represented in couples, and $m_1$ and $m_2$ are means of the total detected points of two images. These images are evaluated with another evaluation measurement technique called RANSAC [50]. This technique is used to remove inconsistent matches, and it takes into account only those points that are inliers. Inliers are those points whose corresponding points are matched in both images. The goal of this technique is to accept all inliers and ignore the outliers. The probability of the algorithm to never get any inlier points in set is $1-P$.

$$1−P = (1−w^m)^k. \quad (6)$$

Here, $m$ is the minimum number of points needed to analyze a model, $w$ is the probability of RANSAC selecting the inliers and $k$ is the number of inputs required [50]. The proposed system has been tested with different types of distortions and noise to test the accuracy of the repeatability measurement of the ORB points. Fig. 5 presents the proposed distortions and noises.
Table 1
Raspberry Pi software specification for the proposed framework.

<table>
<thead>
<tr>
<th>Name</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS</td>
<td>Noobs (Raspbian)</td>
</tr>
<tr>
<td>Programming language</td>
<td>Python 2.7</td>
</tr>
<tr>
<td>Libraries</td>
<td>Numpy, scipy, pylab, matplotlib, RPI.GPIO</td>
</tr>
<tr>
<td>Imaging libraries</td>
<td>OpenCV 3.1.0, scikit-Learn, scikit-image, MATLAB support package for raspberry Pi</td>
</tr>
<tr>
<td>Performance monitoring utilities</td>
<td>BCMStat, CFML, CommandBox, ContentBox, line profiler</td>
</tr>
</tbody>
</table>

Fig. 5. As test images we used affine transformed images along with rotation, scaling, gamma, and three types of blurred images. All these general deformations are included by the OpenCV and the same sets of images were used for testing the three different feature extraction techniques.

4.3. Face-96, face-95 and frontal dataset

The Face-96 directory consists of 140 individual face images at $196 \times 196$ pixels. The only difference in face-95 and face-96 is the change in the background and scale of the face. The background in the face-96 dataset is very complex. The Face-95 dataset consists of 72 male and female individual face images with a red background. Most images are of the frontal face, some with minor side movement, and some of these images consist of some translation. The dataset also contains images with lighting variations and some facial expressions. The resolution of each image is $180 \times 200$ pixels and they are stored in a JPEG format. The frontal dataset is created by the California Institute of Technology and it contains a total number of 450 face images at a resolution of $896 \times 592$ pixels. The dataset consists of face images of 27 individuals, and the images are stored in a JPEG format. These face images have lighting variations, facial expressions, and different backgrounds.

4.4. Repeatability measurement against noise and distortion

Images with varying gamma values were used to compare the methods and the computed results are presented. For images with varying intensity values, SIFT provides the best matching rate, while ORB has the least. The computational time requirement for ORB is the lowest (See Fig. 6).

The influence of blur is measured on the images and results were compared in the tables below. Consistent with the previous experiments, the first ten matches were considered. The radius of Gaussian blur was gradually increased from 0 to 9.0, and the results were measured. As shown in the graph below, the proposed method performs well and has the most correct matches. Besides the Gaussian blur, Motion and Median blur were also tested, and the number of matches were higher in the proposed ORB method. An increase of Gamma has no effect on both SURF and SIFT, while it enhances the matching ratio of ORB up to the value of 2.5 Gamma (See Fig. 7).

The repeatability measurement of algorithms were tested against different kinds of blurs and the points collected by SIFT were more accurate than any other method. The main problem with SIFT was that the number of points collected were not enough to effectively train a model. The only method whose collected points were nearly good to train the model was ORB. The number of points collected by ORB were more than SURF, and it helped the model to be more accurate than SURF.

In this experiment, we evaluate the performance of the proposed system by using scale invariance. As shown in Fig. 8, the number of matches for all three algorithms are clear. Consistent with the previous experiment, the number of matches is based on the first 10 whose distance is the least. As the scale of the image is changed, we observe that the proposed method outperforms the SIFT or SURF. The data is presented as the number of matches with the increase in number of images. Further, the set of images were tested and the influence of rotation is analyzed. As shown in Fig. 8, the images were rotated by 5 to 10 degrees, and then the first ten matches are observed.

SIFT performs well in terms of rotation and had the most stable results. On the other hand, SURF did not perform well and hence has the least number of matches. The number of matches for the proposed system is not better than SIFT, and hence it can be improved by tuning the parameters. In another experiment, the stability of the methods is evaluated when the affine transformation is changed. This transformation is usually important where the images need to be stitched together, e.g., in a panorama. The results are measured in terms of transformation ratio as it is increased from 0 to 50 degrees. SURF and SIFT work well when this ratio is small; however, for larger numbers the proposed method is significantly better (See Fig. 9).

Changes in the perspective and geometric transformation of the image affect the algorithm performance. We tested the same sets of images with different deformations. The results suggest that a change in affine affects ORB the most, and the number of matches reduced to less than 55%. On the other hand, the results of SURF and SIFT were better. Similarly, in the case of rotation, ORB performed moderately better while SIFT shows promising results. We test the images against both scaling up and scaling down to see if there is any significant change between the results. As we can see by scaling up, the performance of ORB is significantly better than SIFT or SURF, while on scaled down images the performance is inconclusive.
4.5. Time analysis of SURF, SIFT and ORB

Evaluation of time is always relative as it depends on multiple factors, e.g., the size, quality, and texture of the image. It also depends on the settings and parameters of the algorithm for instance the size of $k$ or the distance ratio etc. Fig. 10 shows the average amount of time spent to detect the first ten matches. All images are sized $300 \times 240$ and are captured from the live video stream of the Raspberry Pi camera. Initial parameters of each algorithm are set as default meaning as proposed in their respective original papers.

Time is measured for both feature detection and matching. As mentioned in Fig. 10, the proposed method is relatively fast.

4.6. Experimental evaluation

The proposed face recognition system is tested on a benchmarked dataset discussed earlier. The grid size for feature selection is $8 \times 8$, and the block width is $[32, 64, 96, 128]$ pixels. For the feature quantization, the number of clusters used are 500 and 250 with cross validation 0.7 and 0.3, i.e., 0.7 for training and 0.3 for testing. The experiment was conducted on frontal images from Face 95 and Face 96 face datasets. From the given dataset, only the faces were extracted and classified into their respective class. The results were then compared with the originals to calculate the accuracy of the proposed face recognition technique.

The results of all experiments on test images are shown in Tables 2–6. There is no single method that performs best in all deformations. Hence, choosing the right feature extraction method strictly depends on the type of data and the performance of the method. In our case, the results of these experiments were not constant, varying according to the image texture, size, color intensity, scaling, and transformation effects. The results also varied when the size of the clusters were altered or the parameters of RANSAC were changed.

The number of features collected by SIFT is huge, and hence the matching success is also satisfactory because of the reduced localization errors. However, the problem with using SIFT on Raspberry Pi is the time and memory it took to compute these features. On the other hand, SURF outperforms SIFT in time, and the matching ratio of SURF collected points were far better than SIFT. The only issue with SURF points was that it did not perform in both Gamma variation as well as with blurred images. As surf uses Fast-Hessian detectors the collection speed of SURF is almost 3 times as fast compared to SIFT [51]. ORB among all three performs best in regard to time. Its feature extraction time is almost 3 times as fast as SIFT and twice as fast as SURF. Furthermore, the SVM model trained with collection of points extracted by ORB were significantly better than SIFT or SURF. The time complexity and lower computational resource requirement makes this method ideal for small devices like Raspberry Pi.

5. Conclusion

Real-time suspect detection and recognition without interaction with the subject is a challenging task. Face recognition technology and the embedded processing capabilities of portal devices such as Raspberry Pi can significantly help law enforcement agencies in the identification of suspects in a cost effective manner. This necessitates the requirement of an efficient framework for simplifying the suspect recognition process. With this motivation, we have proposed an efficient suspect identification framework using cloud services and Raspberry Pi, which can extract suspect’s face from the video stream captured by a uniform-mounted camera from the police officer. Raspberry Pi not only provides an expedient
platform for detection and feature extraction, but also reliably communicates with the cloud for assistance where necessary. The proposed framework automatically extracts the face using the Viola Jones algorithm, followed by feature extraction using the
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**Fig. 7.** Noise analysis of the three methods.

<table>
<thead>
<tr>
<th>No: classes</th>
<th>Training</th>
<th>k-size</th>
<th>Cross validation</th>
<th>No: of features</th>
<th>Average accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>30</td>
<td>500</td>
<td>0.7</td>
<td>364 320</td>
<td>100</td>
</tr>
<tr>
<td>70</td>
<td>30</td>
<td>500</td>
<td>0.3</td>
<td>850 080</td>
<td>99</td>
</tr>
<tr>
<td>70</td>
<td>05</td>
<td>500</td>
<td>0.7</td>
<td>60 720</td>
<td>92</td>
</tr>
<tr>
<td>70</td>
<td>05</td>
<td>500</td>
<td>0.3</td>
<td>121 440</td>
<td>89.3</td>
</tr>
</tbody>
</table>

**Table 2**

Results of the proposed method on face-95 with different number of images, cross validation size, and k-size.

<table>
<thead>
<tr>
<th>No: classes</th>
<th>Testing</th>
<th>k-size</th>
<th>Cross validation</th>
<th>No: of features</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>30</td>
<td>500</td>
<td>0.3</td>
<td>179 162</td>
<td>96.8</td>
</tr>
<tr>
<td>70</td>
<td>30</td>
<td>500</td>
<td>0.7</td>
<td>422 163</td>
<td>98.4</td>
</tr>
<tr>
<td>70</td>
<td>05</td>
<td>500</td>
<td>0.3</td>
<td>32 219</td>
<td>86.3</td>
</tr>
<tr>
<td>70</td>
<td>05</td>
<td>500</td>
<td>0.7</td>
<td>61 417</td>
<td>88.7</td>
</tr>
</tbody>
</table>

**Table 3**

Results of the proposed method on face-95 with different cross validation and k-size.

<table>
<thead>
<tr>
<th>No: classes</th>
<th>Training</th>
<th>k-size</th>
<th>Cross validation</th>
<th>No: of features</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>33</td>
<td>20</td>
<td>500</td>
<td>0.7</td>
<td>858 000</td>
<td>98.7</td>
</tr>
<tr>
<td>33</td>
<td>20</td>
<td>500</td>
<td>0.3</td>
<td>330 000</td>
<td>95.0</td>
</tr>
<tr>
<td>33</td>
<td>05</td>
<td>500</td>
<td>0.7</td>
<td>132 000</td>
<td>89.1</td>
</tr>
<tr>
<td>33</td>
<td>05</td>
<td>500</td>
<td>0.3</td>
<td>66 000</td>
<td>79.1</td>
</tr>
</tbody>
</table>

**Table 4**

Results of the proposed method on face-95 with different no. of images and cross validation and k-size.
ORB algorithm, which is significantly better than SURF and SIFT as proved in our experiments. The cost of computing features of the face region is calculated and used as a threshold for adapting offloading. A binary SVM model is trained and a portion of it is stored locally to classify suspects. The experimental evaluation suggests that ORB has significant advances over SIFT and SURF as it is more robust and is ideal for processors with limited capabilities. The performance of the proposed system is further analyzed by introducing different noises and variations. Quantitative and qualitative evaluation using three different datasets validate the robustness of the proposed framework for enhancing the effectiveness of law-enforcement services in smart cities.

In the future, we will investigate convolution neural networks and deep belief networks and their performance on Raspberry Pi for suspect identification. Furthermore, we are planning to conduct detailed analysis of face detection algorithms on real-time video streams and its performance on the Raspberry Pi device. The use of a better classifier will definitely increase the performance of the algorithm, and in the future we will investigate different variants of SVM and present a comparative analysis on Raspberry Pi.

Table 5
Results of the proposed method on face-95 with different no. of images and cross validation and k-size.

<table>
<thead>
<tr>
<th>No: classes</th>
<th>Training</th>
<th>k-size</th>
<th>Cross validation</th>
<th>No: of features</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>30</td>
<td>250</td>
<td>0.7</td>
<td>427 639</td>
<td>98.3</td>
</tr>
<tr>
<td>70</td>
<td>30</td>
<td>250</td>
<td>0.3</td>
<td>164 393</td>
<td>96.2</td>
</tr>
<tr>
<td>70</td>
<td>05</td>
<td>250</td>
<td>0.7</td>
<td>43 266</td>
<td>83.1</td>
</tr>
<tr>
<td>70</td>
<td>05</td>
<td>250</td>
<td>0.3</td>
<td>21 346</td>
<td>71.2</td>
</tr>
</tbody>
</table>

Table 6
Perspective transformation and its effects on the proposed method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Noise effects</th>
<th>Blurring effect</th>
<th>Gamma variations</th>
<th>Perspective transformation</th>
<th>Rotational changes</th>
<th>Affine transformation</th>
<th>Other</th>
<th>Time analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>SURF</td>
<td>Ordinary</td>
<td>Ordinary</td>
<td>Ordinary</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>ORB</td>
<td>Best</td>
<td>Best</td>
<td>Best</td>
<td>Best</td>
<td>Best</td>
<td>Best</td>
<td>Best</td>
<td>Best</td>
</tr>
</tbody>
</table>

Fig. 8. Visual results of scale, rotation and affine transformation invariance.
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