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a b s t r a c t 

Many hybrid and multimodal biometric recognition techniques have been presented to provide secure 

and authentic systems, incorporating both soft and hard biometric schemes. This article proposes a new 

hybrid technique which ensures the authenticity of the user to the system, as well as monitors whether 

the user has passed the biometric system as a normal or spoofed one. The proposed scheme is two- 

fold: Tier I integrates fingerprint, palm vein print and face recognition to match with the corresponding 

databases, and Tier II uses fingerprint, palm vein print and face anti-spoofing convolutional neural net- 

works (CNN) based models to detect spoofing. In first stage, the hash of a fingerprint is compared with 

the fingerprint database. After a successful match of the fingerprint, it is tested on a CNN-based model of 

the fingerprint to verify whether it is a spoof or real. A similar process is repeated for the palm and face, 

and based on collective evidence, the system permits the user to login the system. Experimental results 

over five benchmark datasets verified the effectiveness of the proposed system in providing efficient and 

robust verification, overcoming the limitations in normal authentication and spoofing practices. 

© 2018 Elsevier B.V. All rights reserved. 
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. Introduction 

I nformation privacy and security have been playing an im-

ortant role in human life for the past few decades. Information

epresents important aspects of our daily life [1] and personal

uthentication has therefore received considerable attention

rom researchers, as it is becoming an important issue. Different

echniques have been used for securing personal and private in-

ormation, including crystographic [2,3] , steganographic [4–7] and

iometric technologies [8–10] , Biometric technology provides

utomated systems for securing information and enabling the

uthentication of individuals based on behavioural and biological

nformation such as face, iris, voice, fingerprint and palm veins

11,12] . These methods are supposed to be more secure and

ccurate for authentication and identification, due to their high

ccuracy as compared to other non-biometric techniques. Biomet-

ic systems have been used in many applications such as video

urveillance [13] , biometric identification [14] and face indexing in

ultimedia contents [15] . 
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There are many hybrid techniques [16,17] that combine multiple

actors for extensive security of data and information. Spoof attacks

18] are the techniques used for outwitting a biometric system by

resenting a false sample of the person to get authentication. In

ace spoofing, different types of high-resolution photographs, such

s a 3D mask having resemblance with human skin, along with

ideo reply attacks have been used [19] . On the other hand, in

nger spoofing, the attacker uses moulds to outwit the biomet-

ic system. For palm vein spoofing, images of the palm have been

rinted on the standard printer which can easily bypass the bio-

etric authentication [20] . To overcome these problems, different

echniques have been used by researchers. For instance, using a

exture-based approach, Maatta et al. [21] used multi-scale binary

atterns for analysis of spoof attacks. But with the advancement

f the technology, high quality images can gain illegitimate access

rom the biometric system. Another study conducted by Sun et al.

22] used eye blinking for spoof detection. But a video of high

uality resolution can fool the system. Considering these limita-

ions, we propose a hybrid scheme combining the fingerprint, palm

nd face recognition using hand-crafted features, along with their

poof detection using convolutional neural network (CNN) based

igh-level features. 

The recent success of the deep convolutional neural networks in

he field of image classification [23,24] , as well as in object recog-
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Table 1 

Description of the parameters used in our framework. 

T i Tier I FP Fingerprint 

T ij Tier I, Phase j @FP Fingerprint anti-spoofing 

� Not matched, Spoof PV Palm vein 

�fp Fingerprint database @PV Palm Vein Anti-Spoofing 

�p Palm images database F Face recognition 

�f Face recognition database @F Face anti-spoofing 

Ф Matched, Not spoof 
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nition [25] , has attracted researchers to utilize these multi-layer

end-to-end learning architectures to perform a variety of tasks.

CNNs consist of many convolutional layers, followed by fully con-

nected layers, to produce a probability distribution for the training

classes. The activation of the neurons from the connected layers

is used for different applications, including scene recognition [26] ,

action recognition [27] , spoof detection [28] and image retrieval

[29] . Conventional methods use hand-crafted features, followed by

classifier training for solving anti-spoofing problems. For example,

Marsico et al. [30] used a 3D projective invariant-based method

for face anti-spoofing. Jiangwei et al. [31] presented a Fourier spec-

tra based method, which is further based on the assumption that

photos contain higher frequency components. On the other hand,

Xu et al. [32] presented a CNN architecture for spoofing attacks by

putting a long short-term memory (LSTM) layer over the fully con-

nected layers for feature extraction. Many computer vision tasks,

such as face recognition [33] , gender [34] and video classification

[35] use CNN due to its robust performance. Considering these mo-

tivations, CNN-based anti-spoofing models have been incorporated

in the proposed framework. 

The main objective of this paper is to develop a two-tier, ef-

ficient and robust framework, insuring the authenticity and secu-

rity of the system. In the first level, we use hand-crafted feature

matching for efficient fingerprint, palm and face identification. The

fingerprint hash is searched in the database using perceptual hash-

ing, the palm vein is recognized using SIFT (scale-invariant feature

transform) [35] , and ORB points (Oriented FAST and Rotated BRIEF)

are used for face [36] . In the next level, CNN is trained to detect

a spoof image in any of the biometrics (i.e. fingerprint, palm and

face). Our CNN architecture was inspired by GoogLeNet [37] and

is used to perform features extraction for anti-spoofing. Three pre-

trained models were fine-tuned using anti-spoof fingerprint, anti-

spoof palm and anti-spoof face datasets to function as a real-time

feature extractor in the anti-spoof detection system. The proposed

system uses these deep CNN features for spoof detection in any of

the biometrics. Our main contributions are summarized below: 

(1) We propose a two-tier novel framework for both recognition

and anti-spoofing, unlike existing approaches which either

focus on recognition or anti-spoofing. 

(2) Our system uses both hand-crafted and learned high-level

representations for recognition and anti-spoofing, respec-

tively. 

(3) We propose a hybrid scheme which combines the finger-

print, palm and face modalities for effective recognition and

intelligent spoof detection. 

The rest of the paper is organized as follows: Section 2 explains

the proposed framework and discusses its two tiers and factors.

Experimental results on different datasets are given in Section 3 .

Section 4 concludes the paper with a discussion on the strengths

and shortcomings of this work, along with future directions. 

2. Proposed methodology 

This section explores the proposed method, describing the con-

cept of making a system private, secure and preventing access by

malicious users. The proposed system has two security tiers: T 1 
and T 2 . Each tier has three phases (T 1a , T 1b , T 1c and T 2a , T 2b , T 2c ).

The first security tier uses conventional feature matching tech-

niques for recognition of biometrics such as fingerprint (FP), palm

vein (PV) print and face (F) while the second tier uses CNN for de-

tection of spoofing. Each phase has an output class which is either

positive ( Ф ) or negative ( �) to determine if the output is accept-

able, or not. The positive class refers to an output that is accept-

able for further processing, and negative class output is not consid-

ered for next steps. In the very first step, the FP image is acquired
Please cite this article as: M. Sajjad et al., CNN-based anti-spoofing 
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hrough the reader and then through a perceptual hashing tech-

ique. The image is converted into a 64-bit unique hash, followed

y its matching with database of hashes, �fp . Hamming distance

s used to calculate the difference between two fingerprint hashes,

nd the threshold selected is 0.8 after a large number of experi-

ents for same two hashes. In case of an exact match, the finger-

rint image of the individual is passed as input to T 2a , which has

 CNN-based model, trained on benchmark database LiveDet 2013

38] for FP anti-spoofing. The classifier in T 2a outputs the predic-

ion as to whether the fingerprint under consideration is a spoof or

elongs to the actual individual. In the next step, a palm vein im-

ge is obtained through a palm reader, from which SIFT features

re extracted and are compared with features of the palm vein

atabase, �p . Upon a successful match, the palm image is classi-

ed as a spoof or original by the CNN classifier, trained on a stan-

ard dataset of Vera Spoofing Palm Vein [20] . Failure (spoof or not

atched) at any step proclaims the individual as unauthorized. In

he last step, T 1c and T 2c phases are involved. T 1c inputs the user

mage, detects and crops the face and recognizes it as known or

nonymous from the database, �f . In the case of a recognized per-

on, the image is further passed to the CNN trained classifier to

etect whether the image is spoof or real. If the face is marked

s non-spoof, the individual is granted access to the system and is

onsidered as an authorized person. The list of parameters used in

ur system are given in Table 1 . The overall framework is given in

ig. 1 . 

.1. Tier I 

The first tier contains three factors, and all of them use conven-

ional feature extraction and matching techniques. The system has

hree locally collected databases: a fingerprint hash database, palm

mages database and authentic faces database. In the first factor for

ier I, a FP reader is used to take the fingerprint scan of the user. A

erceptual hashing technique, with extra pace of histogram equal-

zation, is used to obtain the hash of the image. The input scan

mage of the fingerprint is converted into grey scale. To reduce the

omputation, the image is resized to 256 by 256 pixels. In the next

tep, a threshold is set by calculating the mean value of the whole

mage, and this mean value is selected as threshold. Pixels having

alues greater than the threshold are set to one and others to zero.

 64-bit hash is obtained by converting the binary vector into the

ecimal system. Finally, the fingerprint hash is matched with the

atabase of hashes. Hashing technique for the fingerprint match-

ng is preferred because it is an efficient and robust technique, as

ompared to other fingerprint matching methods. 

The second factor for Tier I is palm vein image matching with

he database, during which the input image of the palm vein is ac-

uired through a palm vein reader. As palm vein images use near-

nfrared (NIR) illumination, they usually appear dark and low con-

rast, which makes it unclear and difficult for palm- based recog-

ition systems. To compare it with the database, SIFT features of

he palm image are extracted and searched in the palm images

atabase of users. The SIFT features are preferred for palm vein

ecognition systems because they are scale invariant, which makes

hem less constrained for palm vein recognition. If other features
two-tier multi-factor authentication system, Pattern Recognition 
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Fig. 1. Proposed framework for anti-spoofed authentication system. 
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re used, which are variant, the individual must place the palm

ith extra care for proper recognition. However, direct usage of

he SIFT extraction technique makes the extraction of key points

rom the palm image very difficult, so contrast enhancement is

sed along with SIFT feature extraction. 

The third and last Tier I factor includes detection of the face,

eature extraction from the face and a comparison of the extracted

eatures with the stored features in the database. Features ex-

racted from the face are ORB points, which are drawn on the de-

ected face image and matched with the same points of database.

RB features are more suitable and feasible for real-time face

ecognition systems with limited resources. That is why our frame-

ork uses these features. 

.2. Tier II 

Tier II uses deep learning features so that the system may

ot be deceived by fake fingerprints, masks or any other replica

iometrics. The first factor is related to detection of a finger-

rint spoof. There are two methods for creating a fake fingertip:

he cooperative and non-cooperative methods. In the cooperative

ethod, the malicious user pushes the finger into a plastic ma-

erial and creates a fake fingerprint mark as a mould, which is

hen filled with a material like gelatine or silicone to reproduce

he same, but false, fingerprint characteristics [18] . In the very first

hase of Tier 2, the image that was passed as authentic from the

hase 1 of Tier I is given as input to the CNN classifier to clas-

ify the image as spoof or real. A deep learning model has been

rained on datasets ATVS-FFp [39] and LivDet 2013 [38] through

he GoogleNet model [37] . 

Vein recognition has emerged as a new biometric for accu-

ate and fast people identification, and has received growing at-

ention because of live-body, anti-interference identification and

imple-acceptability. But there are too many malicious users who

an breach these types of security techniques, thus intensive care

s needed to secure the system. Deep neural networks are used

or training processes on datasets of VERA spoofing palm-vein for
Please cite this article as: M. Sajjad et al., CNN-based anti-spoofing 
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poof detection, which classifies the image of the palm as spoof or

eal. 

Facial biometric spoofing techniques involve placing genuine

hotographs or dummies, and playing a video recording in front

f the camera. The biometric system may be deceived by using a

D physical model. This is known as a synthesis attack. To avoid

ll types of such attacks, we have trained the model on REPLAY-

TTACK [40] and CASIA [41] datasets using a convolution neural

etwork, which observes and detects very minute points of the

uery image to detect the false face. 

. Experimental results 

In this section, we present the experimental evaluation of

he proposed scheme for the two-tier multi-factor authentication

ystem. Experiments were performed on different anti-spoofing

atasets, whose details are given in the subsequent sections. 

.1. Datasets 

The proposed framework is evaluated using different datasets

vailable to the research community. As spoofing is a highly tech-

ical task, even for a well-trained classifier, it is very difficult to

etect the faulty user. Therefore, our method collects features from

hese datasets very carefully. Details of the datasets used in evalu-

tions are provided in their respective sections. 

(a) REPLAY-ATTACK [40] 

For the anti-spoofing of a face, REPLAY-ATTACK was used,

which is available for the research community from the

IDIAP research institute. This database contains short videos

clips of ∼10 s in length, and the video format is .mov for

both real-access and spoofing attack attempts of 50 different

subjects. Videos are recorded in 320 × 240 resolution with a

webcam from a 13 inch MacBook laptop. The video record-

ings are carried out under two different scenarios: (i) con-

trolled, with a static background and artificial lighting, and
two-tier multi-factor authentication system, Pattern Recognition 
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Table 2 

Details of LivDet dataset. 

Scanner Model Res (dpi) Image size Live samples Fake samples 

Biometrika FX20 0 0 569 312 × 372 20 0 0 20 0 0 

Italdata ET10 500 640 × 480 20 0 0 20 0 0 

Crossmatch L SCAN GUARDIAN 500 640 × 480 2500 20 0 0 

Swipe 96 2374 1979 

(Total Samples) 8874 7979 
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(ii) adverse, with natural illumination and a changing back-

ground. 

(b) CASIA CBSR [41] 

This database is publicly available from the Chinese

Academy of Science (CASIA) for conducting research about

security. The database contains 10 s video clips in avi for-

mat for both real and attack attempts. These short clips are

recorded by 50 subjects using three different devices. The

low-resolution types were recorded with an old 640 × 480

USB web camera. The normal resolution types were recorded

with a 480 × 640 USB camera. The model of both cameras

is specified in the database. The high-resolution video clips

were recorded on a high-definition Sony NEX-5 with a res-

olution of 1920 × 1080 pixels. For attacks, three scenarios

were considered. The first scenario was warped, which in-

volved illegal attempts with a slight difference in the hard

copies of high-resolution digital photographs of the genuine

users. The second scenario was cutting, for which the same

procedure for warped was followed, but only the eyes were

cut out for the forging of eye blinking. The face of the at-

tacker was put behind the photograph. In the third scenario,

high resolution videos of the genuine users were replayed in

front of an acquisition device with an iPad. Frames extracted

from the videos of both real and fake access attempts can be

found in the CASIA-FSD DB. 

(c) ATVS-FFp [39] 

The ATVS-FFp database consists of the index and mid fingers

for the left and right hands of 17 subjects (17 × 4 = 68 differ-

ent fingers) and is publicly available for research purposes.

Two spoofs are generated for each real finger using silicon

with two methods, including the subject and not includ-

ing the subject. Four fingerprint samples of real and spoofed

were captured in one acquisition session with three sensors.

The specification of the sensors is Biometrika FX20 0 0, Pre-

cise SC100 and Yubee. The database consists of 816 real im-

age samples (68 fingers × 4 samples × 3 sensors) and many

spoofed images for each method. 

(d) LivDet 2013 Fingerprint [38] 

The LivDet 2013 is a fingerprint liveness database. It has

been divided into four sub-sets, which consist of live and

fake fingerprint samples, captured from four different de-

vices. Images have been gathered by consensual methods

and using different materials for non-natural copies of fin-

gerprints (gelatine, silicone, play-doh, wood glue, ecoflex

and body double). Table 2 contains information about the

scanner, model, resolution in dpi, image size, and numbers

of live and fake samples in the LivDet 2013 database. 

(e) VERA Spoofing Palm-vein [20] 

The VERA spoofing palm-vein database was generated at

the Idiap Research Institute in Martigny, Switzerland. This

database is based on 10 0 0 images of 50 different clients

from the Idiap Research Institute. Person identification is

performed based on vein patterns formed by the blood ves-

sel on the skin, which creates less external distortion and

are more difficult to forge. An infrared beam is used by the

sensor to capture the structure of the vein in the individ-

F  

Please cite this article as: M. Sajjad et al., CNN-based anti-spoofing 
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ual’s hand, which is compared with an existing vein pattern

to confirm the identity of the individual. The vein pattern in

living humans is detectable and unique because it develops

with birth and cannot be changed throughout the life. The

infrared light is captured by the hemoglobin in the blood

present in the vessel, forming a dark shadow of veins. 

.2. Experimental design 

In the proposed system, experiments on these datasets are per-

ormed using a Python 3.5 running over a PC having a GPU of

.20 GHz ∗ 4 processors with 8.0 GB of RAM over Ubuntu version

6.04 and 64-bit operating system with a Caffe [42] framework.

everal experiments were conducted to evaluate the performance

f the proposed scheme in anti-spoofing applications. Details and

utcomes of the experiments with different datasets are explained

n the subsequent sections. 

.3. Tier I results 

Tier I results are compared to other state-of-the-art methods

n Table 3 . The first column indicates factors, containing differ-

nt matching of the biometrics, such as fingerprint matching, palm

ein matching and face recognition. We used a local database of

ndividuals for fingerprint, palm vein and face recognition for the

dentification process, and it contains 50 samples for each finger-

rint, palm vein and face. The third column shows the accuracy

ACC) of the proposed method. Our preliminary results are domi-

ating other state-of-the-art methods with accuracies of 100%, 99%

nd 98% for fingerprint, palm vein and face recognition, respec-

ively. 

.4. Tier II results 

Tier II is anti-spoofing phase that involves all the steps required

or the identification of individuals as spoof or real. Table 4 shows

he results of Tier II. The first column represents the factors used in

ier II containing fingerprint, palm vein and face anti-spoofing. The

econd column shortlists the datasets that were used in the train-

ng process for our method. For face anti-spoofing, we used Replay

ttack and CASIA MERA dataset. For fingerprint anti-spoofing, we

sed ATVS-FFp and LivDet 2013 datasets. The VERA spoofing palm-

ein dataset was used for palm vein anti-spoofing. The remain-

ng columns show the results of our method and a comparison

ith other methods. For face anti-spoofing, using the Replay attack

ataset, the accuracy was 98.87% and for CASIA MERA, the accu-

acy was 99.55%. For fingerprint anti-spoofing, we obtained accu-

acies of 98% and 97.5% for the ATVS-FFp and LivDet 2013 datasets,

espectively. Using the VERA spoofing palm-vein dataset for palm

ein anti-spoofing, the accuracy was 99%. 

In the visual results section, Figs 2 and 3 represent the anti-

poofing results for fingerprints for both the ATVS-FFp and LivDet

013 datasets. The prediction made by the classifier in Fig 2 (a)–(f)

ere all correctly classified as actual. The classifier in Fig. 3 (a)–(f)

redicted the fingerprints into their actual class, while in Fig. 3 (c),

he predicted result is negative. In the pictorial results section,

ig.4 represents the anti-spoofing results for the palm vein prints
two-tier multi-factor authentication system, Pattern Recognition 
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Table 3 

Accuracy of Tier I comparison with other methods. 

Factor Dataset Our results (ACC) Other state-of-the-art 

methods 

ACC Ref 

Fingerprint matching Local database 100% 98% [43] 

Palm vein matching Local database 99% 96% [43] 

Face recognition Local database 98% 96% [44] 

Table 4 

Accuracy of Tier II comparison with other methods. 

Factor Dataset Our results (ACC) Other methods 

ACC Ref 

Fingerprint anti-spoofing ATVS-FFp 99.75% 97.45% [45] 

LivDet 2013 97.5% 

Palm vein anti-spoofing Vera spoofing 

palmvein 

99.5% – –

Face anti-spoofing Replay attack 98.87% 98.75 [45] 

CASIA MERA 98.55% 

Fig. 2. Visual results with predictions given by our proposed model for ATVS-FFp F 

fingerprint anti-spoofing dataset. 
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Fig. 3. Sample visual results with their predictions from LivDet 2013 Fingerprint 

anti-spoofing dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

rom the VERA spoofing palm-vein dataset. The predicted outputs

ade by the classifier in Fig. 4 (a)–(f) were correct as it classified

hem properly. Total results for the palm vein were classified cor-

ectly and there were no wrong classifications. In Figs 5 and 6 , the

nti-spoofing results for the face using both Replay attack and CA-

IA MERA datasets are shown. The prediction made by the classi-

er in Fig. 5 (a)–(f) was accurately classified into its deserving class,

hile in Fig. 5 (d), the predicted output was negative. Predictions

ade by the classifier in Fig 6 (a)–(f) were accurate and it clas-

ified faces into their real class, while in Fig. 6 (e), the predicted

esult was negative. 

.5. Complete results 

(a) Overall accuracy of the proposed system 

In order to evaluate the performance of the proposed sys-

tem, we conducted experiments on various groups of in-

dividuals. There were 5 groups of entities, with each en-

tity containing 10 individuals being tested on each step of

the proposed system and then compared with the ground

truth. Table 5 can be explained as follows. There were three
Please cite this article as: M. Sajjad et al., CNN-based anti-spoofing 
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phases of fingerprint, palm vein, and face, having both au-

thentication and anti-spoofing steps. For the first group, for

the fingerprint authentication phase denoted by the yellow

colour, the ground truth indicates seven registered persons

in the database and three non-registered persons. During

fingerprint based experiments for authentication, our pro-

posed system allowed seven users and did not give access

to the three unregistered users, which is in accordance with

the ground truth. In the ground truth of fingerprint anti-

spoofing represented by yellow colour, the first group of in-

dividuals had five spoof and five not-spoof subjects. Our pro-

posed system allowed two fake users to enter the system,

showing the weak perspective of our system. The third and

fourth column of Table 5 shows the ground truth of palm

vein in the blue colour, having nine unregistered and one

registered user and five spoofs and five not-spoof users. The

third and fourth column shows results of our system, al-

lowing eight users as not registered and two users as reg-
two-tier multi-factor authentication system, Pattern Recognition 
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Table 5 

Overall accuracy of the proposed system. 

Groups Ground Truth Proposed System Accuracy

FP @FP PV @PV F @F FP @FP PV @PV F @F

Ψ Ф Ψ Ф Ψ Ф Ψ Ф Ψ Ф Ψ Ф Ψ Ф Ψ Ф Ψ Ф Ψ Ф Ψ Ф Ψ Ф

Group 

I

3 7 5 5 9 1 5 5 4 6 3 7 3 7 3 7 8 2 5 5 4 6 3 7 100%

Group 

II

6 4 4 6 3 7 4 6 3 7 6 4 6 4 5 5 3 7 4 6 3 7 6 4 100%

Group 

III

5 5 5 5 6 4 5 5 6 4 5 5 4 6 5 5 6 4 5 5 6 4 4 6 100%

Group 

IV

7 3 3 7 5 5 3 7 5 5 2 8 7 3 7 3 5 5 3 7 5 5 2 8 100%

Group 

V

4 6 8 2 8 2 8 2 8 2 8 2 4 6 4 6 8 2 7 8 8 2 8 2 100%

Fig. 4. Sample images from VERA spoofing palm-vein dataset with their predica- 

tions provided by our method. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Sample visual results with their predictions from REPLAY-ATTACK Face anti- 

spoofing dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

istered. In case of anti-spoofing, our system restricted five

as spoof and allowed the other five as not-spoof. In the final

step of security represented by green colour in Table 5 , there

is face recognition and face anti-spoofing with ground truth

for four not-registered and six registered faces of individu-

als, along with three spoofs and seven not-spoof persons. In

case of face matching, four faces were not-registered and six

were recognized faces, while three faces sdfd considered as

spoof and seven as non-spoofs, following the ground truth.

From the above results for the first ten entities, it can be

clearly observed that if a person by-passes a single step of

security with any sort of fake technique, he can be trapped

in the next steps giving 100% accuracy at the very last step.

The same process was applied on the remaining four groups,

giving 100% accuracy and trapping the malicious user, as

shown in Table 5 . 
Please cite this article as: M. Sajjad et al., CNN-based anti-spoofing 

Letters (2018), https://doi.org/10.1016/j.patrec.2018.02.015 
(b) Combined results based on all factors 

The accuracy of different factors for the proposed system are

represented in Fig. 7 . There were 5 groups observed by the

proposed system, with each group consisting of 10 individ-

uals. The accuracy percentage increased when more factors

were added. The y-axis represents the level of accuracy and

x-axis represents the factors involved. The proposed factors

include the following: (1) Fingerprint authentication (FP), (2)

Fingerprint anti-spoofing (@FP), (3) Palm vein recognition

(PV), (4) Palm vein anti-spoofing (@PV), (5) Face recognition

(F) and (6) Face anti-spoofing (@F). 

The accuracy increased as the individual was passed from

one factor to the next. From the graph, for the accuracy

of only fingerprint authentication, the system accuracy was

only 52%. The accuracy increased from 52% to 76% with the
two-tier multi-factor authentication system, Pattern Recognition 
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Fig. 6. Sample visual results with their predictions from CASIA CBSR Face anti- 

spoofing dataset. 
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additional factor of fingerprint anti-spoofing. By adding the

palm vein authentication, the accuracy reached to 82%, and

further increased to 88% by the addition of palm vein anti-

spoofing. The accuracy reached 94% with the high secure

step of face recognition, and finally to 100% with face anti-

spoofing. The accuracy of the system continuously increased

with forward steps. To avoid repetition, only group 1 is ex-

plained here, and accuracy for the rest of the groups can be

viewed from the graph in Fig. 7 . 

(c) Computational time of proposed time 
Fig. 7. Visualizing the effect of ind

Please cite this article as: M. Sajjad et al., CNN-based anti-spoofing 
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The computational cost of the proposed system is shown

pictorially in Fig. 8 . The computation cost of each step

is given individually and overall. Fingerprint authentication

step required 0.44 s and fingerprint anti spoofing classifier

consumed 4.3 s. Palm vein recognition required 0.61 s and

palm vein anti-spoof detection required 3.6 s. Face recogni-

tion and face anti-spoofing required 0.83 and 5 s, respec-

tively. The total time required to run all the steps smoothly

was 14.78 s. 

. Conclusion and future work 

The literature for information security contains several appli-

ations, hardware and spoofing methods to compromise biomet-

ic authentication systems and pass without being detected. Den-

al mould and kid’s clay are all needed to bypass any biometric

ystem, which proves that fingerprint spoofing is too easy to im-

lement. In addition, the practice of printed images of the palm

ein and silicon sheets to deceive the palm vein recognition sys-

em is very common. Similarly, 3D masks, print attacks and replay

ttacks have bluffed the face recognition algorithms. In an attempt

o avoid such attacks, we proposed a novel anti-spoofing frame-

ork containing several authentication and identification steps for

nsuring the security of the system. The proposed technique is di-

ided into two tiers: one for simple, but affective, conventional au-

hentication and the other to detect fingerprint, palm vein or face

poof using CNN. Through the proposed security framework, there

s no chance of replica access of unwanted people to the system.

n case of passing a single authentication layer of the system in a

alse manner, the malicious user is trapped by another phase, as

vident from the experimental results. Although the involvement

f multiple authentication layers improves the security of the sys-

em, its computational complexity is affected. 

In future work, we aim to balance the security level and run-

ing time of the system to make it more suitable for several

esource-constrained applications. We also plan to investigate the

erformance and suitability of computationally efficient CNN archi-

ectures, such as SqueezeNet. 
ividual factors on accuracy. 
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Fig. 8. Computational cost of the proposed system. 
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