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Abstract Emotion recognition from speech signals is an interesting research with several
applications like smart healthcare, autonomous voice response systems, assessing situational
seriousness by caller affective state analysis in emergency centers, and other smart affective
services. In this paper, we present a study of speech emotion recognition based on the features
extracted from spectrograms using a deep convolutional neural network (CNN) with rectan-
gular kernels. Typically, CNNs have square shaped kernels and pooling operators at various
layers, which are suited for 2D image data. However, in case of spectrograms, the information
is encoded in a slightly different manner. Time is represented along the x-axis and y-axis
shows frequency of the speech signal, whereas, the amplitude is indicated by the intensity
value in the spectrogram at a particular position. To analyze speech through spectrograms, we
propose rectangular kernels of varying shapes and sizes, along with max pooling in rectangular
neighborhoods, to extract discriminative features. The proposed scheme effectively learns
discriminative features from speech spectrograms and performs better than many state-of-
the-art techniques when evaluated its performance on Emo-DB and Korean speech dataset.

Keywords Speech emotion recognition . Convolutional neural network . Spectrogram .

Rectangular kernels

1 Introduction

Speech signal is the most natural, intuitive, and fastest means of interaction among humans.
However, using speech signals to interact naturally with machines require a lot of efforts.
Significant progress has been made in the recent years in speech recognition and speaker
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recognition. Speech carries much more information than spoken words and speaker infor-
mation. Speech emotions recognition (SER) has been an active area of research where it
aims to enable speech analysis systems to recognize the affective state of the speaker [41]. In
this context, researchers are striving to make machines understand our emotional states. To
extract emotional state of a speaker from his/her speech, SER using discriminative features
is a viable solution. However, finding effective and noticeable features for SER is a
challenging task [14]. In the recent past, emotion detection from speech signals has gained
much attention and is an important research area to make human machine interaction more
natural.

With the advancements in technology, there is growing interest in developing affective
interaction modes, giving rise to smart affective services [51]. Hence, applications of SER
are increasing at a rapid pace. Bjorn Schuller et al. [43] have suggested usage of SER
within automotive environments for an in-car board system where strategies can be
initiated by determining the mental state of the driver to the system. SER can serve as an
essential component in developing smart affective services for healthcare, surveillance,
human-machine-interaction, audio forensics [27], and affective computing. For instance, it
can be used as a diagnostic tool for therapist [17] and to assess situational seriousness in
emergency centers by analyzing the affective state of the callers through their speech [2, 6,
50]. It can also help in automatic translation systems where identifying emotional state of
the speaker plays a vital role in communication between parties. It can collect the
supporting evaluation data from the emotions of pilgrims from their normal speaking
within Hajj services helping in improving data visualization affecting serious decision
making [20]. SER can act as an important tool in helping automatically understand people’s
physical interactions in different dense crowds which is difficult to do with manual
methods [25, 26, 28]. Further SER can help in assessing voices of people in dense crowds
for violent and aggressive behaviors prediction in surveillance streams [1, 10, 36]. It can
also be used in supporting data verification scheme for input from auto sensor device for
proper information gathering [5].

SER has been an active area of research where a variety of approaches have been
presented. Significant work has been carried out in affective features extraction from
speech signals and efficient classification. Major issue faced by SER systems is the
detection of affect-oriented discriminative features to represent emotional speech signals.
Recently, deep neural networks (DNNs) have been tested to extract high level features from
raw speech signals which exhibited interesting and highly acceptable results. Effectively
modeling speech signals for classifiers to efficiently classify emotions is a critical design
issue for SER [14]. In this paper, we present a convolutional neural network architecture
with rectangular kernels and modified pooling strategy to detect emotional speech. Fur-
thermore, we also evaluate the proposed method to recognize emotions in emergency calls
which are plagued with background noise and poor voice quality, making SER even more
challenging. Through extensive experiments, we show that the proposed scheme signifi-
cantly outperforms existing hand-crafted features based SER approaches on the two
challenging datasets.

The rest of the paper is organized as follows: Section 2 presents an overview of
the state-of-the-art SER approaches with their strengths and weaknesses. The proposed
method is explained in Section 3, and experimental results and discussions are
provided in Section 4. Section 5 concludes the paper with some future research
directions.
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2 Related work

Typical SER is composed of two main portions 1) a processing unit that extracts the most
suitable features from speech signals and 2) a classifier to recognize the hidden emotions in
speech using its features vectors. This section provides a quick overview of existing feature
extraction methods and classification strategies.

Common challenges being faced by SER systems include the selection of the speech features
which allow clear discrimination among distinct emotions. However, acoustic variability due to
the variation of different speakers, speaking styles, speaking rates, and different sentences directly
affect extracted features such as pitch and energy contour [3, 7]. To tackle this issue, one possible
approach is to divide speech signals into multiple small chunks called frames and construct a
feature vector for each frame. For example, building prosodic feature vector for each frame such
as pitch and energy [40, 48]. Furthermore, global features can be extracted from the whole speech
utterance which offer lower dimensionality details as compared to local features extracted from
each frame, thereby reducing computations. Moreover, it is possible that a particular utterance has
more than one emotion; each emotion corresponds to different frame of the spoken utterance. In
addition to this, detecting boundaries of such frames is difficult because expression of certain
emotion varies from speaker to speaker, cultural differences, and variations in environmental
conditions. In literature, most experiments were conducted in monolingual emotion classification
environment, where the cultural differences among speakers were ignored.

Recently, unsupervised feature learning techniques have shown improved results for auto-
matic speech recognition system [52] and image understanding [8, 19]. Stuhlsatz et al. [45]
proposed a method which yielded improved results in both weighted and un-weighted recall by
using generatively pre-trained artificial neural network to construct low dimensional discrim-
inative features vector in a multi-emotion corpora. Schmidt and Kim [42] used deep belief
network for emotional music recognition. Their method aimed to learn high level features from
magnitude spectra directly as compared to hand-crafted features. The authors in [12, 15, 16, 19,
21–23, 49] replaced a collection of Gaussian mixtures by single context dependent DNN using
variety of large scale speech task. Wollmer et al. [48] proposed a method to analyze back and
forth speech utterance-levels and used this analysis to predict emotion for a given utterance.

Different types of classifiers have been used for SER including hidden Markov model
(HMM) [30, 39], Gaussian mixtures model [53], support vector machine (SVM) [33], artificial
neural network [18], K-nearest neighbor [37] and many others [38]. Among these, SVM and
HMM are the most widely used learning algorithm for speech related applications [30, 35, 47,
49]. However, experiments show that each classifier is domain dependent in terms of accuracy
and the quality of data. Apart from single classifiers, an aggregated system of multiple
classifiers has also been studied for SER for improving accuracy [32].

Accurate and efficient SER systems can substantially improve affective smart services.
With the rapid adaptation of end-to-end procedures for classification tasks using deep learning
algorithms, it becomes imperative to explore these hierarchical architectures for the task of
SER on highly challenging datasets. The strength of these end-to-end learning methods lie in
the automatic extraction of discriminative features for efficient classification for a variety of
data. Dennis et al. [13] proposed a novel feature extraction method for classification of sound
events. They extracted the visual signature from sound’s time-frequency representation (i.e.,
spectrograms). They tested their method on a database consisting of 60 sound classes. They
claimed a remarkable improvement over other methods in conditions with mismatch. Deng Li
et al. [11] explored a layer-by-layer learning strategy of patches of speech spectrograms for
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training a multi-layer generative model. Qirong Mao et al. [34] introduced feature learning to
SER by learning affected-salient features using CNN. They used public emotion speech
databases with different languages. With regard to speaker variation, language variation and
environmental noise, they achieved high results with learned features compared to other
established feature representations. There are many methods to perform emotion recognition
using CNNs, however few of them are using spectrograms to recognize emotions from speech
which indeed is a new approach in SER. Among the methods using spectrograms for SER,
some of them have used an extra classifier at fully connected layer which increases the
computational complexity of the overall model. For example, in [34] the effect-salient feature
block obtained from the final feature vector is then passed to a SVM classifier [31] to discover
the emotion class of the speech utterance. The second reason which makes our work different
from the existing works is that we have introduced the use of rectangular kernels which allow
extraction of meaningful features from spectrograms. The rectangular kernels and pooling
operations are used keeping in view the format of information presented in spectrograms.
Lastly, we have used a modified AlexNet architecture which uses a relatively simple layout,
compared to modern architectures and is less prone to overfitting with limited training data.

3 Proposed method

The proposed framework utilizes feature learning scheme powered by a discriminative CNN
using spectrograms in order to recognize the emotional state of the speaker. The main
components of the proposed framework are explained in the subsequent sections.

3.1 Spectrograms extraction from speech

A spectrogram represents the strength or loudness of a signal over time at different frequencies
in a particular waveform. With the energy strength at a particular region, we can also see the
variation in the energy over time. In general, spectrograms are used to see the frequencies in
continuous signals. It is a graph with two geometric dimensions in which time is shown on the
horizontal axis, while the vertical axis represents frequency, and the intensity or color of each
point in the image corresponds to amplitude of particular frequency at particular time.

Short term Fourier transform (STFT) is usually applied to an electronically recorded sound,
to generate spectrograms from the time signal. Using fast Fourier transform (FFT) for
generating the spectrogram is a digital process. To discover frequencies at each point in the
speech signal, a small sliding window is moved over the signal and FFT is computed for the
signal within each window. For a given spectrogram S, the strength of a given frequency
component f at a given time t in the speech signal is represented by the darkness or color of the
corresponding point S(t,f).We extracted spectrograms as shown in Fig. 1 by using STFT for
each audio file in the dataset. Figure 1 contains sample spectrograms for each of the seven
emotions in Emo-DB dataset.

In the present work, we extracted spectrograms from each individual file and then we split
the spectrogram into multiple smaller spectrograms with an overlap of 50%. This overlap
served two purposes. First, it allowed us to simulate a continuity in the processing pipeline.
Secondly, it caused an increase in the number of spectrograms which enables us to effectively
train or fine-tune a powerful deep CNN. The resulting spectrogram images had dimensions
16 × 256, which were resized to 256 × 256 for input to the CNN.
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3.2 Convolutional neural network

Convolutional neural networks are the current state-of-the-art models responsible for the major
breakthroughs in image classifications tasks [29]. CNNs use a sequence of filters on the raw pixel
data of an image in order to extract and learn high-level features. The model then uses these features
to perform classification. CNN architecture consists of three major components; convolutional
layers, which apply definite number of convolution filters on the image. Pooling layers; which
decrease processing time by reducing dimensionality of the feature maps and fully connected layers;
which extract global features from the local feature maps, and performs classification on the
extracted features. These layers are usually arranged in the form of a hierarchy where we can use
any number of convolutional layers followed by pooling layers and at the end fully-connected layers.

Typically, a CNN is a hierarchical neural network which consists of a stack of convolutional
layers followed by pooling layer that performs feature extraction by transforming an image (i.e.
spectrogram) to a higher level abstraction in a layer by layer manner. The initial layers consist of
simple features like raw image pixels and edges, the higher layers contain local discriminative
features, while the last dense (fully connected) layer derives a global representation from the
local convolutional features which is then fed to a Softmax classifier to generate probabilities
for each class. A convolutional layer applies convolution filters on the small portion of the input
image and produces single value in the output feature map by performing dot product and
summation operations on these small regions. Each convolutional kernel generates a feature
map where the activation values correspond to the presence of particular features. Several
feature maps are generated within each convolution layer. Between successive convolutional
layers a pooling layer is applied which controls overfitting and reduces computations in the
network. The most commonly used pooling algorithm is max pooling, which keeps the
maximum value and discards all other values in a local neighborhood. Fully connected layers
use more wide filters to process more complex portions in the input layer. Every node in the
fully connected layer is connected to every node in preceding layer. The selection of appropriate
kernels shapes and sizes, and pooling neighborhoods is key to the success of these models.

3.3 Proposed model architecture

The proposed CNN framework is shown in Fig. 2, which has an input layer, five convolutional
layers, three pooling layers, three fully connected layers, and a Softmax layer. The spectrograms
generated from emotional speech signals (16 × 256, resized to 256 × 256) are input to the
CNN. Convolutional kernels are applied to the input in the initial layers to extract feature maps
from these spectrograms. The first convolutional layer C1 has 96 kernels of size 15 × 3 which

Fig. 1 Spectrograms for various emotions
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are applied with stride setting of (3 × 1) pixels. Its activation functions are rectified linear units
(ReLU) which is then followed by max pooling layer of size (3 × 1) having stride 2. Similarly,
the second convolutional Layer C2 has 256 kernels of size 9 × 3 with an input of stride 1. Layer
C2 is again followed by a max pooling layer of size 3 × 1 and stride 1. In the same way, Layer
C3 has 384 (7 × 3) kernels and C4 has 384 (7 × 1) kernels, respectively. The last convolutional
layer C5 contains 256 kernels of size 7 × 1 followed by a max pooling layer having size of
(3 × 1). Layer C5 is followed by three fully connected (FC) layers having 4096, 4096 and 7
neurons, respectively. The first two fully connected layers are followed by dropout regulariza-
tion of ratio 75% to avoid overfitting [44]. The output of the last FC layer is fed to the Softmax
layer which computes output probabilities for all the seven emotion classes.

This network was designed keeping in view the format of information encoded in the spectro-
grams. Each input spectrogram corresponds to a shorter sample of the input speech where the
frequencies and amplitudes are encoded. In the lower layers, the kernels have greater heights and
relatively lower widths so that they can capture local features effectively from the neighborhood. In
the subsequent layers, both the height and width are reduced but the shape of the kernels still remain
rectangular. It helps to construct effective local receptive fields for spectrograms. The salient features
of this architecture are the rectangular shaped kernels, strides, and pooling neighborhoods, which
make it possible for the CNN to effectively capture discriminative features from spectrograms.

3.4 Model training

The proposed CNN architecture was implemented in Caffe [24], using NVidia DIGITS 5.0 as
frontend [54] for training and validating models. MATLAB was used to generate spectrograms
from each emotion in the dataset. The spectrograms of size 16 × 256 were generated with a
50% overlap. Around 1500 spectrograms were generated for each emotion in the dataset.
Overall, more than 10,000 spectrograms were generated for all the audio files in the dataset.
These spectrograms were divided for training and testing in such a way that 75% of the data
was used for training and 25% data was used to validate the performance of the model. A 5-
fold cross validation was used for all experiments.

The training process was run for 30 epochs with a batch size of 128. We set the initial
learning rate to 0.01 with a decay of 1 after every 10 epochs. A single NVidia GeForce GTX
Titan X GPU with 12 GB on-board memory, was used to train and later fine-tune the models.
The best accuracy was achieved after 29 epochs. A loss of 0.8066 was obtained on the training
set, whereas on the test set a loss of 1.0695 was observed.

Fig. 2 Proposed CNN architecture with rectangular kernels
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A single audio recording usually consists of many spectrograms (as shown in Fig. 3). It is
worth mentioning that if more that 30% spectrograms for a single file were correctly classified,
then the chance of correctly predicting the entire file will be significantly high. Both the result
per image and per file are shown in the result section in detail.

3.5 Emotion prediction using majority voting

Individual spectrograms generated for audio stream are input to the trained CNN for prediction. Such
a tiny fragment of speech may not be sufficient to correctly predict any emotions. Hence, prediction
results frommultiple spectrograms are combined usingmajority voting scheme for reliable prediction
performance. For the speech stream, a large spectrogram is generated which is later segmented into
multiple short spectrograms as shown in Fig. 4. Predictions are obtained by using the trained model
for each generated spectrogram. Probabilities of seven different emotions are obtained from the
Softmax layer of the model for the Emo-DB dataset. Similarly, for the Korean speech dataset, the
same architecture was used to predict emotional or normal speech. The overall prediction scores for
these emotions are then obtained by using a majority voting scheme where the most frequent label is
assigned to the speech stream or a collection of streams if the recording is lengthy and may contain
multiple emotions. In the current scenario based on the collected evidence frommultiple spectrograms
if roughly 25–30% predictions of individual spectrograms for a single audio file are made correctly,
then there exists a good chance that the particular emotion will be predicted accurately.

4 Experimental results & analysis

We performed SER on Emo-DB dataset using spectrogram images generated from speech
signals. To evaluate performance of the proposed framework, we conducted several experi-
ments and compared the performance of fresh trained CNN with fine-tuned CNN on the
extracted spectrograms. The following sections provide details about the experimental setup,
experiments conducted, and the analysis of results.

4.1 Datasets

The proposed SER method was trained and evaluated on Berlin Emotional Database (Emo-
DB) [9], which contains emotional speech utterances by 10 German actors, and Korean
emotional speech dataset obtained from Emergency call centers. Each emotional utterance in
Emo-DB is annotated using one of the seven emotions (i.e., anger, boredom, disgust, fear,
happy, neutral, and sad). The Korean dataset consists of real calls made by regular people in

Fig. 3 Spectrogram segmentation with 50% overlap
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case of emergencies using their phones. The recordings in these datasets contain background
noise and the people involved are non-actors which make it more challenging than the Emo-
DB dataset. Audio calls in this dataset were labeled as either emotional or normal. To obtain
results, five folds cross validation was performed.

4.2 Experiments

In our experiments we first extracted spectrograms from each utterance in the database. Each
spectrogram generated from this time-domain signals was then split into multiple smaller
spectrograms of size 16 × 256. For input to the CNN, the spectrogram images were resized to
256 × 256. We performed two different sets of experiments. In the first experiment, the
prediction performance was assessed by training a fresh CNN model on the training dataset.
In the second experiment, we explored transfer learning approach to determine the suitability
of using spectrograms for the task of emotions prediction.

4.2.1 CNN performance with square shaped kernels

In this experiment, we used the AlexNet architecture described in [29]. It was trained on the
spectrograms generated from Emo-DB dataset using a 75/25 split approach. Tables 1 and 2
summarize performance of the trained model on the test dataset. Table 1 shows the accuracy of
the model on individual chunks of generated spectrograms. Table 2 shows the overall
prediction accuracy for each emotion. It clearly indicates that for 6 emotions, namely anger,
boredom, disgust, fear, neutral and sad, the trained model was able to perform prediction with
accuracy above 60%. However, the model was not able to recognize happy emotion with the
same accuracy. It was being confused with anger emotion and therefore achieved only

Fig. 4 Schematics of the proposed framework
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30.88% accuracy. Among the six emotions with accuracy more than 60%, disgust and neutral
achieved accuracy above 85%, whereas angry and sad achieved the highest accuracy, which is
above 95% as shown in Table 2.

4.2.2 CNN performance with rectangular shaped kernels

Typically, the convolution layers in CNNs consist of many square shaped kernels which are
suitable for the type of content, computer vision systems usually deal with. However, in this work,
the type of images we are dealing with, are a bit different than the regular images. Information is
encoded in a different manner in spectrograms and the previous experiments revealed that the
square shaped kernels cannot effectively extract discriminative features from the spectrograms. In
order to allow CNN to perform the features extraction effectively, we introduced rectangular
kernels, rectangular strides, and max pooling in rectangular regions into the CNN architecture as
shown in Fig. 2 which are more suitable for analyzing spectrograms than the square shaped
kernels. In this experiment, we trained the CNN model (Fig. 2) using the training dataset and
achieved improved classification performance for all emotions. Table 3 shows the confusion
matrix obtained from the model for recognizing emotions using individual spectrograms while
Table 4 shows the overall prediction result for each emotion. It can be clearly seen that a
significant amount of improvement is achieved using the modified CNN model for all emotions.
However prediction for emotions like angry, fear and sad got decreased slightly. There still exists
some degree of confusion between happy and angry emotions but it does not affect the overall
recognition performance, as majority of the spectrograms were classified accurately.

4.2.3 Prediction performance

Figure 5a-g show prediction results for spectrograms generated from individual audio files for
each emotion. A single file was picked randomly from each emotion class to see the trend for

Table 1 Confusion matrix for emotion prediction on individual spectrograms using AlexNet model

Emotion Class Angry Boredom Disgust Fear Happy Neutral Sad

Angry 85.09% 0.45% 2.12% 4.08% 6.48% 1.51% 0.28%
Boredom 4.47% 43.76% 4.38% 4.30% 0.50% 26.80% 15.80%
Disgust 9.89% 3.53% 63.96% 6.12% 3.42% 5.42% 7.66%
Fear 20.65% 2.71% 11.10% 47.35% 8.77% 5.68% 3.74%
Happy 47.63% 2.16% 5.71% 6.14% 32.76% 4.20% 1.40%
Neutral 8.41% 11.85% 4.05% 4.96% 1.42% 62.72% 6.59%
Sad 0.29% 10.58% 2.50% 1.14% 0.00% 8.22% 77.27%

Table 2 Confusion matrix for emotion prediction of each file using AlexNet model

Emotion Class Angry Boredom Disgust Fear Happy Neutral Sad

Angry 99.8% 0 0 0.2% 0 0 0
Boredom 1.25% 68.75% 0 0 0 21.25% 8.75%
Disgust 6.52% 0 89.13% 0 0 2.17% 2.17%
Fear 22.72% 0 3.03% 66.66% 4.54% 1.51% 1.51%
Happy 64.70% 0 2.94% 1.47% 30.88% 0 0
Neutral 2.56% 3.84% 1.28% 0 0 89.74% 2.56%
Sad 0 3.22% 0 0 0 0 96.77%
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each emotion in the file. In each graph the x-axis shows the number of spectrograms for a single
file whereas y-axis indicates probability of each of the seven emotions represented in different
colors. Figure 5a shows the prediction performance for anger emotion. The selected file from
anger emotion test set contains 21 spectrograms in total, out of which 14 were correctly classified
as anger, and the remaining 4 were predicted as happy. The mean prediction for anger emotion
was 0.47. Predictions for the boredom emotion are shown in Fig. 5b which consist of 26
spectrograms, out of which 16 were predicted correctly. In the remaining spectrograms, 3
spectrograms were classified as fear and 2 as sad. The mean prediction for boredom emotion
was 0.43. Figure 5c presents prediction performance for disgust emotion which contains 23
spectrograms. Fourteen individual spectrograms were classified correctly and five spectrograms
were misclassified as anger. The overall mean prediction for disgust emotion was 0.42. Twenty
one spectrograms were generated from the randomly chosen file for fear emotion as shown in
Fig. 5d, out of which, 12 were classified correctly, 5 were misclassified as disgust, 2 as anger, and
1 as happy and neutral. The overall mean prediction for fear emotion was 0.41. Happy emotion
file consisted of 23 spectrograms as shown in Fig. 5e, out of which 9 spectrogramswere correctly
classified with more than 0.50 prediction rate for most of the files. However 6 files were
confused with anger emotion. The overall mean prediction for happy was still 0.40 for the
selected file. In the same way, 27 spectrograms were generated for a file labelled as neutral
emotion. The prediction performance is reported in Fig. 5f, out of total 27 total spectrograms, 17
were predicted correctly, 5 were confused with boredom and two with sad emotion. The overall
mean prediction for neutral emotion was 0.42. Figure 5g presents prediction performance for sad
emotion. 26 spectrograms were generated from the file, out of which 19 were predicted correctly,
5 were confused with boredom emotion, while one file was predicted as neutral and one as fear
emotion. Mean prediction rate for sad emotion was 0.47 which is highest among the files
selected for each emotion.

Table 3 Confusion matrix for emotion prediction on individual spectrogram using CNN with rectangular
kernels

Emotion Class Angry Boredom Disgust Fear Happy Neutral Sad

Angry 83.47% 0.67% 3.91% 3.57% 6.81% 1.45% 0.11%
Boredom 4.12% 54.96% 2.58% 2.74% 0.89% 23.08% 11.62%
Disgust 7.18% 2.59% 69.61% 6.12% 2.94% 6.36% 5.18%
Fear 17.42% 4.13% 12.90% 48.52% 6.71% 4.90% 5.42%
Happy 37.82% 1.51% 8.62% 7.11% 40.19% 3.66% 1.08%
Neutral 6.89% 15.40% 3.85% 2.13% 1.52% 64.03% 6.18%
Sad 0.14% 13.72% 2.22% 1.14% 0.07% 7.22% 75.48%

Table 4 Confusion matrix for emotion prediction of each file using CNN with rectangular kernels

Emotion Class Angry Boredom Disgust Fear Happy Neutral Sad

Angry 99.32% 0 0 0 0.78% 0 0
Boredom 0 76.25% 0 0 0 21.25% 2.5%
Disgust 2.1% 0 95.65% 0 0 2.1% 0
Fear 24.24% 3.0% 7.5% 62.12% 0 0 3.0%
Happy 45.94% 0 2.94% 0 52.45% 0 0
Neutral 2.56% 11.5% 0 0 0 84.61% 1.28%
Sad 0 3.22% 0 0 0 1.61% 95.16%
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4.3 SER performance comparison with state-of-the-art

In comparison with other state-of-the art approaches, we picked QirongMao et al. [34], as they
have also used spectrogram of the speech signal as the input of CNN. They compared their
feature representation technique with other well-established feature representation schemes:
spectrogram representation (BRAW^ features), TEO [46], acoustic features extracted in [16]
(A1), local invariant features (LIF), salient discriminative feature analysis (SDFA) and have
shown the average accuracy and standard deviation for these techniques. Moreover, they have
used 4 different datasets and we picked the average accuracy for Emo-DB as we have used the
same database for our experiments. They have concluded that the learned features (i.e. LIF and
SDFA)) outperform the baseline ones (RAW, TEO and A1) on Emo-DB.

Figure 6 compares and shows the average recognition accuracy of five feature extraction
methods with the proposed method. The results revealed that they have obtained higher accuracy
on SDFA among all the methods under consideration, which is about 72.12%. The proposed
model achieved 80.79% average accuracy on the same dataset by using rectangular shaped
kernels and a deeper model.

4.4 Affective state analysis in emergency calls

From the previous experiments, it was observed that the proposed framework was able to
achieve high recognition rates for most of the emotions using the CNN with rectangular
kernels. However, the speech in Emo-DB dataset was uttered by actors with minimal possible
noise in the background. To evaluate the effectiveness of our framework, we tried to use it for a
more challenging dataset with real life telephone recordings. These audio recordings were
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Fig. 5 Prediction performance for various emotions single file containing multiple spectrograms (a) Anger, (b)
Boredom, (c) Disgust, (d) Fear, (e) Happy, (f) Neutral, (g) Sad
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obtained from a Korean emergency call center, and were annotated by experts into two
categories i.e. normal and emotional speech. Due to the complex and challenging nature of
this data, shallow classification schemes were not able to yield acceptable accuracies. There-
fore, we evaluated the performance on emergency calls and conducted several experiments to
compare the proposed architecture using rectangular kernels with other state-of-the-art features
and classifiers. In these experiments, we used support vector machine (SVM), random forest
(RF) and decision tree classifiers to compare the classification accuracy of these classifiers
with the proposed CNN framework. Mel Frequency Cepstral Coefficients (MFCCs) features
were extracted from the speech signals which were used to train and evaluate these classifiers
in separating normal speech from emotional speech [4]. Figure 7 shows the classification
accuracy of classifiers using hand-crafted features and the proposed CNN architecture.

Results revealed that our proposed framework was able to achieve highest accuracy among
the classifiers used in separating normal speech from emotional speech with 89.46% and 86.54%
prediction rate for normal and emotional speech, respectively. SVM predicted with 71.12%
recognition rate for normal and 61.48% for emotional speech which was significantly lower
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among the classifiers used in the conducted experiments. Classification accuracy for emotional
speech using decision tree was 63.24%, while 72.82% accuracy was achieved for normal speech.
Random forest achieves better accuracy rates among the classifiers withMFCC features, 77.18%
and 71.15% accuracy for normal and emotional speech, respectively. 81.33% and 79.14%
accuracy rates were predicted for normal and emotional speech using AlexNet model.

5 Conclusions and future work

In this paper, we presented a method to recognize emotions in speech using convolutional
neural network with rectangular kernels. Speech signals are represented as spectrograms which
are generated with a 50% overlap. Generated spectrograms were resized to fit the needs of the
CNNs during training and evaluation. Two different CNNs were trained on the spectrograms
having different kernel sizes and pooling approaches. In the first CNN, the default architecture,
similar to AlexNet was used. Whereas, the second CNN was obtained by modifying the kernel
sizes and pool neighborhoods from square to rectangular, in order to make it more suitable for
spectrograms. Both the CNNs were trained using the same dataset and similar parameters. For
each spectrogram, the trained CNNs generated probabilities. For classifying a particular speech
segment, majority voting scheme was used.

Experiments revealed that rectangular kernels and max pooling operations in rectangular
neighborhoods are more suitable for SER using spectrograms. The format of encoded infor-
mation in the spectrograms favor rectangular kernels as compared to square shaped kernels.
The proposed method can be further enhanced if more labelled data can be collected and a
much deeper CNN having rectangular kernels could be effectively trained.
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