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Abstract
With the advent of touch screens in mobile devices, sketch-based image search is becoming the most intuitive method to 
query multimedia contents. Traditionally, sketch-based queries were formulated with hand-drawn shapes without any shades 
or colors. The absence of such critical information from sketches increased the ambiguity between natural images and their 
sketches. Although it was previously considered too cumbersome for users to add colors to hand-drawn sketches in image 
retrieval systems, the modern day touch input devices make it convenient to add shades or colors to query sketches. In this 
work, we propose deep neural codes extracted from partially colored sketches by an efficient convolutional neural network 
(CNN) fine-tuned on sketch-oriented augmented dataset. The training dataset is constructed with hand-drawn sketches, natural 
color images, de-colorized, and de-texturized images, coarse and fine edge maps, and flipped and rotated images. Fine-tuning 
CNN with augmented dataset enabled it to capture features effectively for representing partially colored sketches. We also 
studied the effects of shading and partial coloring on retrieval performance and show that the proposed method provides supe-
rior performance in sketch-based large-scale image retrieval on mobile devices as compared to other state-of-the-art methods.

Keywords  Sketch-based query · Image retrieval · Hash codes · Deep learning · Convolutional neural network

1  Introduction

The rapid growth of mobile devices has contributed sig-
nificantly to the volume of images being generated and 
consumed each day [1]. Consequently, the volume of image 
data on mobile devices has also increased at a rapid pace. 
Sketch-based image retrieval (SBIR) provides a conveni-
ent and intuitive method to query visual contents on touch 
screen devices. However, this mode of interaction has not 
seen widespread adaptation for image search despite its 
intuitive nature. Inherent ambiguity of hand-drawn sketches 
and focus only on the structural characteristics of sketches 

during features extraction, are the two major reasons behind 
its instability. Previous studies concluded that adding colors 
or shades to sketches are very cumbersome for users during 
query specification [2]. Though this conclusion holds true 
for users interacting with PCs using mouse and keyboard, 
the present touch screen devices make it very convenient to 
efficiently add partial colors and shades to their sketches.

With colorless sketch-based queries, it becomes diffi-
cult to understand users’ intent during query processing 
in image retrieval systems. Researchers primarily focus 
on shape or structure of the sketch and attempt to match 
it with the edge map of the natural image during image 
matching [3, 4]. The absence of essential characteristics 
such as colors and textures restrict the matching process 
to a model fitting method which attempts to match sketch 
with natural images [5, 6]. Such methods carry a huge 
computational cost and restrict the use of these methods 
on resource constrained devices. One solution to cope 
with this issue is to use cloud-based services to perform 
the comparison; however, users typically refrain from 
uploading their private photos to cloud [7–9]. With the 
ever-growing volume of images on mobile devices and 
the need to effectively query these large datasets, the need 
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to devise efficient methods for sketch-based image search 
are on the rise.

Hand-drawn colorless sketches can be highly ambigu-
ous as depicted in Fig. 1a. Typical SBIR systems attempt 
to reduce the semantic gap between sketches and images 
by enhancing features extraction and recognition methods 
and do not take into consideration the inherent ambiguity 
due to the absence of shades or colors. Even humans fail to 
recognize hand-drawn colorless sketches 27% of the time 
[10]. To overcome these problems, we present an efficient 
method for sketch-based image search on mobile devices 
using partially colored sketches and sketch-oriented com-
pact neural codes. Instead of focusing only on the features, 
we also evaluate the importance of partial shading in the 
context of SBIR. To support partially shaded sketches rec-
ognition, an augmented dataset is developed for training 
deep CNNs, keeping in mind the various characteristics 
of sketches. The augmented dataset contain images gener-
ated by several semantics preserving transformations like 
coarse and fine edge maps, de-texturized, de-colorized, 
flipped, rotated images, hand-drawn sketches, and natural 
images. An efficient convolutional neural network, pre-
trained on the ImageNet database [11] is re-trained on the 
augmented dataset using the transfer learning approach 
to obtain compact binary codes. These binary codes are 
utilized as hash codes on mobile devices to allow effi-
cient and precise access to large collections of images 
[12]. Some of the major contributions of this work are as 
follows:

1.	 A sketch-oriented data augmentation procedure is 
devised to construct an augmented dataset for training 
deep CNNs to recognize partially shaded sketches.

2.	 A compact and efficient hash code is generated for 
sketch representation and retrieval.

3.	 The effects of partial shading on retrieval performance 
using deep features have been thoroughly investigated.

The rest of the paper is organized as: Sect. 2 presents an 
overview of the recent SBIR methods using deep learning 
approaches. Schematics of the proposed method, implemen-
tation details, and design choices are highlighted in Sect. 3. 

Section 4 summarizes the experimental results and the paper 
concludes in Sect. 5.

2 � Related work

Image retrieval systems have been significantly improved 
with the advancements in deep learning techniques. Convo-
lutional neural networks [13–15], Siamese CNN [16], deep 
belief networks (DBN) and denoising auto-encoders (DAE) 
[17] have become state-of-the-art methods for image clas-
sification and retrieval [18]. Besides the traditional sample-
based image retrieval, these methods have also been inves-
tigated for improving SBIR systems. A brief overview of 
some of deep learning based SBIR approaches are being 
presented here.

In the context of CBIR, Babenko et al. [18] showed that 
the multi-layer representations learned by CNNs during 
training on large datasets such as ImageNet can be used to 
effectively represent images in CBIR systems. They showed 
that lower layers learn basic features whereas higher level 
layers learn more complex and semantic features, allowing 
accurate retrieval of images. Though CNNs provide state-of-
the-art performance in image retrieval systems which have 
been thoroughly investigated. Their effectiveness in SBIR 
systems is yet to be determined due to the large semantic 
gap between images and their hand-drawn sketches [19–21]. 
In an initial attempt towards SBIR, Chen et al. [22] devel-
oped a system to transform hand-drawn sketch to a photo-
realistic image by seamlessly combining images discovered 
on the web. Extracting features from a full color image is 
relatively straightforward which transforms SBIR to CBIR. 
The first notable work in sketch recognition using CNN was 
carried out by Fu et al. [23], who used CNN to recognize 
pre-defined symbols in sketches from various engineering 
diagrams. Extending their work, Kiran and Babu [24] used 
AlexNet and LeNet models to extract features from hand-
drawn sketches. These features were used to train support 
vector machine (SVM) classifier to recognize sketches [8, 
25]. In [16], Qi et al. performed pair-wise image matching 
between a hand-drawn sketch and target image using Sia-
mese CNN. A typical Siamese CNN consist of two identical 

Fig. 1   a Difficulty in interpret-
ing colorless sketches, b less 
ambiguity in partially shaded 
sketches

(a) (b)

Flag, Road Sign, or Axe? Flag, Road Sign, or Axe?
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CNNs whose cost functions are linked together. Two images 
are simultaneously input to the network which generates a 
real-valued output, corresponding to the visual similarity 
between image pairs. Smaller values correspond to greater 
visual similarity, whereas larger values are interpreted as 
dissimilarity. During training, pairs of images corresponding 
to both similar and dissimilar classes are forward propa-
gated. The network attempts to reduce the feature distance 
between same-class inputs and increases when inputs belong 
to different classes. Though their method provided superior 
performance, it carried with it a huge computational cost, 
making it infeasible for image search on mobile devices. 
Omar et al. [26] investigated features extracted from three 
different fully connected layers of 15-layer CNN model 
trained on sketches to perform sketch retrieval. They showed 
that features from the highest layer carry more meaning-
ful interpretation of the sketch as compared to the lower 
layers. Neuronal activations from the 13th layer were used 
to represent and retrieve sketches. Liu et al. [27] recently 
introduced a semi-heterogeneous deep networks architec-
ture where three CNNs work as hash functions to encode 
hand-drawn sketches, natural images, and auxiliary sketch 
tokens. Their method achieved state-of-the-art performance 
on sketch datasets. In another work [28], Wang et al. trained 
a CNN by combining natural images with their hand-drawn 
sketches or edge maps. Consequently, they used it to rep-
resent both images and sketches for SBIR systems. Differ-
ent rotated versions of the edge maps were forward propa-
gated through the network during training phase to improve 
the discriminative power of the network. They tested their 
method on a large dataset and showed that their network cor-
rectly retrieved images in response to sketch-based queries. 
Ahmad et al. used data augmentation and mixed sketches 
with edge maps and full color images to train CNN. The 
trained model was then used to retrieve images using par-
tially colored sketches. These works showed that artificially 
augmenting training datasets allow CNNs to extract essential 
characteristics of both images and sketches, thereby allowing 
the features to be used for SBIR. Extending their work, we 
propose to enhance the augmented training set by including 
several other images generated using semantics preserving 
transformations. We believe that the extended dataset will 
further improve representation of sketches using CNNs. We 
also propose an efficient CNN architecture for generating 
short binary codes for allowing sketches to be represented 
efficiently on mobile devices.

3 � Proposed method

Sketch-based query to access visual contents on mobile 
devices equipped with touch screens is an intuitive mode 
which has attracted attention in recent years. Consequently, 

several methods have been proposed consisting of both 
hand-engineered features as well as learned representa-
tions. The superior performance of deep learning approaches 
resulted in significant improvements in SBIR [26, 29]. In 
this work, we propose a sketch-oriented data augmentation 
procedure to effectively train an efficient deep CNN for rep-
resenting partially shaded sketches. The network architec-
ture being used is inspired from the recent works of Iandola 
et al. [30], namely SqueezeNet. The architecture has been 
modified to generate compact hash codes to effectively rep-
resent sketches on mobile devices. The overall framework 
of the proposed approach is illustrated in Fig. 2. A roughly 
hand-drawn, partially shaded sketch is input by the user to 
the SBIR system. Compact feature code is extracted from 
the CNN which is then matched with the stored hash codes 
for candidate images on the mobile device. The retrieved 
images are ranked on the basis of the hamming distance. 
Further details of the various components are provided in 
the subsequent sections.

3.1 � Sketch‑oriented data augmentation

Effective training of deep CNNs heavily rely on the avail-
ability of huge volumes of data. Semantics preserving 
transformation approaches have been used to effectively 
expand training datasets to allow CNN to effectively model 
abstractions from data. Data augmentation techniques have 
shown great promise in improving image recognition per-
formance by enhancing the discriminative capability of the 
CNN model [13]. In the context of SBIR, Wang et al. [28] 
mixed hand-drawn sketches with natural images and their 
edge maps to train deep CNNs for sketch recognition. Their 
method effectively improved sketch recognition over exist-
ing methods. Ahmad et al. [31] used augmented dataset to 
allow partially shaded sketches be represented effectively 
by a CNN. They achieved better performance with sketches 
which were partially colored during query submission. 
Inspired by these works, we have extended the number of 
semantics preserving transformations to generate a more 
expanded dataset. A total of nine different version for each 
image were augmented using the following data augmenta-
tion approaches as shown in Fig. 3.

a.	 Coarse and fine edge maps

Edge maps are an effective way to transform images to 
sketches. Inclusion of edge maps will allow CNNs to model 
contours of objects. Canny and Sobel edge detectors were 
used to obtain fine (FEM) and coarse edge maps (CEM), 
respectively. The fine edge map captures contour as well as 
the interior fine structures of objects. On the contrary, coarse 
edge map only extracts their salient edge features.
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Fig. 2   Schematics of the proposed framework

Fig. 3   Semantics preserving 
transformations for sketch-
oriented data augmentation
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b.	 De-colorization

Hand-drawn artistic sketches usually consist of shaded 
portions. Although SBIR systems usually do not require 
artistic sketches, our method allow users to roughly shade 
the interiors of their sketches for improved retrieval 
results. Hence, de-colorization (DC) of natural images 
will allow CNNs to consider shades of various objects 
during representation. De-colorization is achieved using 
the following color to gray transformation:

where IR is the red component, IG is the green component, 
IB is the blue component and IGray is the grayscale version 
of the image.

c.	 De-texturization

SBIR users may not draw sketches as detailed as an 
artist and may ignore fine details. Therefore, we have 
included de-texturized (DT) versions of natural images 
to our augmented dataset. These transformations are 
obtained using anisotropic diffusion [32]:

where t is the time scale parameter, c is the proposed flux 
function to control the rate of diffusion at any point in the 
image I, and K is the edge-strength parameter to consider 
a valid edge boundary. For our experiments, we set t = 128 
and K = 0.2.

d.	 De-colorized and de-texturized

De-colorized and de-texturized (DCDT) version of 
images were also added to the augmented dataset, keep-
ing in view the fact that sketches may or may not include 
colors.

e.	 Flips/rotations

Horizontal and vertical flipped versions (FV) as well 
as two rotations (ROT) (60° and 120°) of the de-textur-
ized and de-colorized images were also included in the 
augmented dataset. It will give the users some degree of 
freedom to sketch their queries.

(1)IGray = 0.299 × IR + 0.589 × IG + 0.112 × IB,

(2)
�I

�t
= c(x, y, t)ΔI + ∇c ⋅ ∇I,

(3)
c(||∇I||) = 1

1 +
(

||∇I||
K

)2
,

3.2 � Efficient deep CNN

Deep learning approaches, especially deep CNNs are known 
for their state-of-the-art performance in image recognition 
and retrieval. It is due to their superior ability to automati-
cally extract features from raw data which makes them so 
powerful for these tasks. CNNs have been in the works since 
the mid-1980s; however, extensive research started on these 
hierarchical architectures when AlexNet CNN won the Ima-
geNet large scale visual recognition challenge in 2012 by a 
huge margin [13]. Since then CNNs have been thoroughly 
studied and applied to a wide variety of computer vision and 
non-vision tasks. Simonyan et al. [33] studied the effects of 
depth in CNNs and showed that smaller kernels and many 
layers effectively improve the internal representations of 
visual contents as compared to shallower models. Their 
work was further improved by He et al. [34]. who introduced 
residual units to CNNs and designed very deep models hav-
ing hundreds of layers, and outperformed humans in image 
recognition tasks. As CNNs grow deeper, they became more 
computation hungry, thereby limiting their use in resource 
constrained devices. Hence, researchers designed efficient 
architectures which yielded similar performance while keep-
ing the computation and memory requirements at minimum. 
CNNs such as Network-in-Network (NiN) [35], SqueezeNet 
[30], ZynqNet [36] and the recently introduced MobileNets 
[37] offer highly efficient architectures with less memory 
requirements. Further, compression methods have also been 
developed to reduce the memory and computation needs of 
deep CNNs [38].

Though MobileNets are highly efficient and powerful 
architectures, specifically developed for mobile applica-
tions, they are slightly computationally expensive than 
SqueezeNet. Therefore, in this work, we adapted the 
SqueezeNet architecture and modified it to generate com-
pact hash codes by introducing two fully connected layers at 
the end before the Softmax layer. A hash layer of 256 neu-
rons with sigmoid activation function, and an FC layer with 
250 neurons. The outcome of the hash layer is converted 
to binary codes by simple thresholding approach. The rest 
of the architecture remains the same. SqueezeNet receives 
input of size 227  × 227  × 3. The first convolution layer 
applies 64 kernels of size 3  × 3 with a stride of 2 which 
reduces the inputs by a factor of 2. A max pooling layer 
with neighborhood size 3  × 3, stride 2 further down samples 
the input by half. SqueezeNet also consist of smaller units 
called fire modules which consist of a squeeze layer and an 
expand layer. The squeeze layer only contains 1  × 1 kernels 
and attempts to reduce the number of channels, whereas the 
expand layer consisting of both 1  × 1 and 3  × 3 kernels 
again increases the number of channels which introduces 
sparsity into the channels. A total of eight fire modules hav-
ing the same architecture is shown in Fig. 4. The complete 
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architecture of the model we used is provided in Table 1. 
It is a 19-layer network whose increased depth gives it dis-
criminative ability and the smaller kernels keep the mem-
ory requirements to a minimum. Although the model size 
increased as a result of introducing the fully connected lay-
ers, their memory needs are still less than the other models 
used for sketch recognition or SBIR.

3.3 � Training with sketch‑oriented augmented data

Training deep CNNs involves forward propagation of the 
training data in small batches to compute the loss cost, and 
backward propagation to adjust network parameters (weights 
and biases) using stochastic gradient descend (SGD) [13]. 
During the forward pass, the training cost is computed by 
computing the difference of predicted labels with ground 
truth. Parameter gradients are then computed using chain 
rule during the backward propagation phase to adjust their 
values. The process repeats until the loss cost gets suffi-
ciently reduced. In our work, the CNN was trained on 
augmented dataset from scratch and then transfer learning 
strategy was used to fine-tune with a pre-trained ImageNet 
model to see if any improvements appear in the model. A 
significant improvement of 11% was noticed in the fine-
tuned model which borrowed weights for certain layers from 
the original SqueezeNet model trained on ImageNet dataset 
[11]. During the fine-tuning process, the parameter values 
for the top 17 layers (conv1 to FireModule9) were acquired 
from the pre-trained model. The parameters for the Hash 
Layer and FC10 layers were initialized randomly. The learn-
ing rate for the top 17 layers was set to 0.001, so that only 
minor adjustments are made to their values and most of the 
previously learned knowledge is retained. Conversely, learn-
ing rates for the hash and FC10 layers were set to 0.01 so 
that they are sufficiently tuned according to the new dataset. 
The training batch size was set to 32 and the training pro-
cess was repeated for 60 epochs. When the training finished, 
the freshly trained model achieved 72.6% accuracy on the 
validation set, whereas the fine-tuned model achieved 79.6% 
classification accuracy.

3.4 � Sketch representation with deep sketch 
features

It has been observed that the features learned by any layer 
of the deep CNN can serve as generic descriptors for image 
classification and retrieval. Further, discriminative ability 
of the higher layers has been found to be greater than the 
lower layers, because high level abstractions are modeled 
at deeper layers. Hence, we opted to compute small hash 
codes for representing sketches and images by introduc-
ing two fully connected (FC) layers after the FireModule9. 
The first FC layer named Hash consist of 256 neurons with 

Fig. 4   SqueezeNet CNN microarchitecture (fire module)

Table 1   Architecture of efficient CNN for sketch classification

Layer name/type Output size Filter size/stride Depth

Input image 227   × 227  × 3
Conv1 113  × 113  × 64 3  × 3/2 (64 kernels) 1
MaxPool1 56  × 56  × 64 3  × 3/2
FireModule2 56  × 56  × 128 2
FireModule3 56  × 56  × 128 2
FireModule4 56  × 56  × 256 2
MaxPool4 28  × 28  × 256 3  × 3/2
FireModule5 28  × 28  × 256 2
FireModule6 28  × 28  × 384 2
FireModule7 28  × 28  × 384 2
FireModule8 28  × 28  × 512 2
MaxPool8 14  × 14  × 512 3  × 3/2
FireModule9 14  × 14  × 512 2
Hash / Fully Con-

nected
256 1

FC10/Fully Con-
nected

250  × 256 1

Softmax 250



Journal of Real-Time Image Processing	

1 3

sigmoid activation functions. The output of this layer is fed 
into another FC layer (FC10), which has 250 neurons (equal 
to the number of classes in our training dataset). FC10 layer 
forwards its output to the Softmax classifier which outputs 
probabilities for each class. Output of the Hash layer is used 
to represent sketches as hash codes after applying simple 
threshold function on their activations.

where j = 1, 2, 3…n (length of the Hash layer), Hashj is the 
jth activation value, and Hj is the jth hash value. Hash code 
for each image is represented by H =

{
H1, H2,H3, . . . Hn

}
 

where n in the present work was set to 256 after experiments.

3.5 � Retrieval on mobile devices

These hash codes are stored in the hash table along with 
image locations to which the hash codes correspond. When 
a query is input, the hash code of the query image is gener-
ated and is used to access particular locations in the hash 
table. For instance, the entry with exactly the same code as 
the query is directly accessed and the images at that point 
are retrieved. Similarly, images at nearby locations in the 
hamming space are also retrieved. Which are then ranked 
on the basis of hamming distance with the query code. In 
this way, images are efficiently reduced by avoiding exhaus-
tive searching. The advantage of hash based image search is 
that the search space is significantly reduced. Only a small 
subset of the data is searched for locating relevant images. 
Hash code of the query is matched with hash codes of the 
candidate images using hamming distance. Smaller distance 
correspond to greater visual similarity and vice versa. The 
dissimilarity score s is computed by taking the hamming 
distance between the query hash code Hq and the candidate 
image Hi as:

4 � Experiments and results

The proposed SBIR system is implemented in MATLAB 
2015b [39], where Caffe and MatCaffe [40] are used to 
extract features from the deep CNNs. Training is accom-
plished using NVidia DIGITS [41] with Caffe as a backend 
on a powerful PC equipped with 64 GB RAM, Core i7 Pro-
cessor, and NVidia GeForce GTX TITAN X (Pascal) 12 GB 
GPU. Mobile devices used for evaluations include Samsung 
Galaxy Note 4, and LG G3. Details of evaluations and their 
results are provided in the subsequent sections.

(4)Hj =

{
1, Hashj ⩾ 0.5

0, Otherwise

}

(5)s =
‖‖‖Hq − Hi

‖‖‖

4.1 � Datasets

We used a large dataset (TU Berlin Sketches [10]) having 
20,000 hand-drawn sketches organized into 250 categories 
with 80 sketches in each category. Sixty sketches were used 
for training whereas the remaining were used for testing. 
The training dataset is constructed by mixing natural images 
from Caltech256 [42] dataset and their corresponding aug-
mented images with the training sketches. Hundred natural 
images and their 10 augmented versions of each image were 
mixed with each sketch category. The entire training data-
set consisted of 95,000 images having 15,000 sketches and 
80,000 natural/augmented images. For testing the retrieval 
performance of proposed framework, we used the Multi-
view objects dataset [43] which consist of 5000 images of a 
variety of objects without context or background. We also 
used images from Corel-1K dataset to evaluate retrieval per-
formance with hand-drawn sketches from a dataset which 
contain full color images with varying backgrounds.

4.2 � Sketch‑based retrieval

In this experiment, images were retrieved from the test 
image set consisting of natural images by using hand-drawn 
sketches from the test set of sketches in the TU-Berlin data-
set. No color or shading was added to the sketches during 
this experiment. Random sketches were selected from each 
category to retrieve top-N images from the dataset. Retrieval 
performance was measured using the standard metric mean 
average precision (mAP). Figure 5 shows retrieval results 
of top 10 images retrieved from the dataset. These results 
reveal that thin objects such as bicycle and chair can be 
retrieved from the dataset using colorless sketches. How-
ever, the rest of the results indicate the difficulty in retrieval 
even with powerful CNN features. Only two relevant images 
were retrieved for the umbrella, shoe, and cup sketches. This 
failure indicates the inherent ambiguity in sketches and full 
color images. Though some of the images were correctly 
retrieved, overall performance with colorless sketches was 
significantly poor.

4.3 � Effect of partial coloring or shading on sketch 
based retrieval

This experiment was designed to study the effects of colors 
or shades on SBIR. Varying amounts of color or gray shades 
were added to sketches and their retrieval performance was 
assessed. Sketches with different amounts of shading were 
input as query to the SBIR system, and top-10 images were 
retrieved as shown in Fig. 6. In the first query, there is no 
shading and the retrieval results are poor. By adding slight 
amount of color to the sketch, we were able to retrieve 6 
relevant images out of 10. Increasing the amount of shading 
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also improved the retrieval results. Experimental evaluations 
revealed that the addition to partial shading significantly 
improves retrieval performance. This phenomenon can be 
attributed to the strength of CNNs in modeling colors and 
textures. With colorless sketches, we were unable to utilize 
the full representation capability of deep CNN. This experi-
ment shows that addition of shades can effectively decrease 
the semantic gap between sketches and images, which even-
tually improves retrieval performance.

Figure 7 shows top-10 retrieved images for partially 
shaded hand-drawn sketches. It is important to men-
tion here, that the previous queries with these shapes 

failed to retrieve images correctly (Fig. 5). By adding 
shades of colors or gray, retrieval results can be signifi-
cantly improved for sketches with greater ambiguity. For 
instance, chair and laptop sketches can be easily confused 
with other objects. Hence, addition of shades is essen-
tial in such sketches to overcome this confusion. Still, the 
shading need not be artistic and any hint of color or shade 
will yield improvement. In the previous queries (Fig. 5), 
only two correct images were retrieved for both shoe and 
cup. The addition of a few strokes of shading enabled the 
SBIR system to retrieve eight relevant images for shoe, 
and seven images for cup.

Fig. 5   Retrieval results for color-less sketch queries

Fig. 6   Effects of colors or shades on SBIR
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Fig. 7   SBIR results with partially colored/shaded sketches

Fig. 8   SBIR results with partially colored/shaded sketches from full color images dataset
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In Fig. 8, we attempted to retrieve full color images with 
varying backgrounds using partially shaded sketches and 
edge maps. The results suggest that the proposed method 
can successfully retrieve images when partial shading is 
added to the sketch. Some of the images have still been 
incorrectly retrieved which shows the weakness of the 
proposed approach. Since partial shading often introduces 
blobs of colors, it can sometimes confuse the CNNs. Other 
approaches such as Siamese CNNs could be employed to 
overcome these issues.

4.4 � Effects of data augmentation on retrieval 
performance

Several models were obtained with different combinations 
of augmented data, to study the effects of semantic preserv-
ing transformations on SBIR. Results of evaluations are 
provided in Table 2. The mAP@0.5 scores correspond to 
the retrieval performance of images in response to partially 
shaded sketches. Random queries were selected to assess the 
performance of proposed scheme. The model trained using 
only sketches achieved mAP of 67.3% for partially shaded 
SBIR. When we added color images to the dataset, the 
mAP improved to 72.2 which enabled CNN to model colors 
and textures as well, thereby becoming more suitable for 
representing partially shaded sketches. Further, by adding 

coarse and fine edge maps of images, mAP above 75% was 
achieved. Extending the training set with de-colorized and 
de-texturized images resulted in significant improvements 
and the scores raised to 79%. We achieved the best scores 
by adding flips and rotations of the DCDT images which 
enhanced the discriminative ability of the CNN even fur-
ther. It should also be noted that these results were obtained 
for sketch queries which were shaded at least 50%. These 
experimental results reveal that the addition of sketch-ori-
ented data augmentation significantly improves the internal 
representation of CNNs which eventually improves retrieval 
performance of SBIR systems for partially shaded sketches.

4.5 � Retrieval performance comparison 
with state‑of‑the‑art

In the era of mobile devices, personalized SBIR systems 
are becoming popular. Traditionally SBIR systems were 
assessed on the basis of retrieval performance for colorless 
and shade-less hand-drawn sketches. In this work, we recom-
mend users to add some degree of shading to their sketch 
which could significantly improve results. Here, we present 
a comparison of our method with other state-of-the-art 
methods in Table 3. Sketch-oriented data augmentations and 
inclusion of shade to queries have enabled our framework 
to outperform these methods. We strongly believe that the 
framework can be further enhanced with more sophisticated 
models and query formulation to improve SBIR performance 
on mobile devices.

4.6 � Efficiency analysis

Image retrieval on resource constrained devices such as 
mobile phones require highly efficient indexing and retrieval 
methods. Computation and memory hungry methods could 
negate the very idea of mobile image search. Locality-sen-
sitive hashing-based approaches are considered as highly 
efficient searching techniques. Recently, it has been shown 
the CNNs can be used to effectively transform high-dimen-
sional features into low-dimensional representation without 
requiring explicit techniques to be used [45]. The proposed 
framework operate on the same principle. Our trained CNN 

Table 2   Performance comparison with varying data augmentation 
strategies

Dataset augmentations mAP@0.5 (%)

Sketch only 67.3
Sketch + images 72.2
Sketch + images + CEM 75.6
Sketch + images + FEM 75.4
Sketch + images + CEM + FEM 76.3
Sketch + images + CEM + FEM + DC 77.6
Sketch + images + CEM + FEM + DC + DT 79.1
Sketch + images + CEM + FEM + DC + DT + DCDT 79.2
Sketch + images + CEM + FEM + DC + DT + DCD

T + FV + ROT
79.6

Table 3   Sketch-based 
image retrieval performance 
comparison

Method Features mAP@0.5 (%)

Eitz et al. [10] SIFT + BoF + SVM 56.0
Deep CNN [44] 20 Layer CNN 72.2
Seddati et al. [26] 15 Layer CNN 75.4
DeepSketch [28] 8 Layer CNN trained using augmented dataset 77.3
Proposed Method 256 bits hash code from 19 Layer CNN trained using 

augmented dataset
79.6

Human 73.0
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generates compact hash codes of 256 bits for each sketch. 
The hash code length was determined through experiments 
as depicted in Fig. 9. The mAP@0.5 score with 32 and 64 
bit codes were below 70. The score increased to 74 with 
128 bits. The best score was achieved with 256 and 512 bit 
codes. However, the improvement in case of 512 bits was 
negligible, so we opted to use the 256 bits code. This hash 
code can be used to directly access the pool of candidate 
images without requiring exhaustive searching, which highly 
improves retrieval efficiency. It is a highly desirable property 

of SBIR systems for mobile devices because they lack the 
computational power and memory of a full scale PC.

We compared the retrieval results of proposed hash 
codes with codes generated by locality-sensitive hash-
ing (LSH) [46, 47], spectral hashing (SH) [48], principal 
component analysis based hashing (PCAH) [18], density 
sensitive hashing (DSH) [49], and spherical hashing (SpH) 
[50] from 4096D deep features obtained from FC7 layer of 
a pre-trained AlexNet CNN. We chose AlexNet because 
the SqueezeNet model we used also offers similar perfor-
mance to the AlexNet architecture. Our method generated 
hash codes using the CNN pipeline through a bottleneck 
layer with limited neurons just before the final FC layer. 
Comparison of the precision recall scores, shown in Fig. 10, 
suggests the superiority of our method against other com-
peting approaches. The proposed method significantly out-
performed other methods in 64, and 128. At 256 bits, SpH 
achieved higher precision at low recall, whereas our method 
performed the best at other recall settings. Table 4 list a 
comparison of the proposed approach with other state-of-
the-art methods in terms of features extraction and image 
retrieval time. For mobile platform, it is necessary to mini-
mize the features extraction time as well as retrieval time. 
We achieved optimal features extraction time through the use 
of a compute-friendly architecture (SqueezeNet). The hash 
codes generated through the network allowed us to retrieve 
images without needing us to compute distances between the 
query code and all other codes in the database. By directly 
accessing the neighboring region in the hamming space, we 
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Fig. 9   Effect of hash code length on retrieval performance

Fig. 10   Retrieval performance comparison with other hash-based image retrieval methods

Table 4   Efficiency analysis of 
various SBIR approaches

Methods Feature length Model size (MB) Features extrac-
tion time (ms)

Image retrieval time 
(s) (100 k images)

Eitz et al. [10] 784 – 12.0 2.9
Deep CNN [44] 4096 180.0 47.3 13.3
Seddati et al. [26] 4096 155.6 37.6 15.6
DeepSketch [28] 4096 215.8 43.1 12.8
Proposed method 256 bits 93.2 27.0 0.2
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retrieved the nearest neighbors and ranked them according 
to their hamming distances with the query hash code.

5 � Conclusions and future work

In this paper, we presented an efficient method for sketch-
based image retrieval on mobile devices. Unlike traditional 
SBIR systems, where the retrieval systems attempt to 
search images using colorless and shade-less sketches. It 
was believed that using mouse and keyboard as interfaces, 
adding colors or textures would be too cumbersome for 
users. However, with the popularity of touch screen devices 
such as mobile phones and tablets, sketching and drawing 
have become very intuitive and easy. Keeping in view this 
convenience in sketching, we proposed to perform image 
retrieval on mobile devices using partially shaded sketches. 
An efficient deep CNN has been fine-tuned on sketch ori-
ented dataset consisting of hand-drawn sketches, full color 
images and its augmented versions. The augmented images 
consisted of fine and coarse edge maps, de-colorized and 
de-texturized images, and flipped/rotated images of de-col-
orized and de-texturized images. Through data augmenta-
tion, we attempted to allow CNN to model contents from 
both sketches and images to enable the features be used for 
SBIR using partially shaded sketches. Through extensive 
experiments, we have shown that adding shades or colors 
to hand-drawn sketches greatly improve retrieval perfor-
mance. Furthermore, the proposed framework generates a 
short binary code for sketch which allows highly efficient 
retrieval performance for mobile devices. In future, we plan 
to enhance the data augmentation procedures, as well as the 
features extraction process to improve SBIR.
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