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Abstract—Convolutional neural networks (CNNs) have yielded1

state-of-the-art performance in image classification and other2

computer vision tasks. Their application in fire detection systems3

will substantially improve detection accuracy, which will eventu-4

ally minimize fire disasters and reduce the ecological and social5

ramifications. However, the major concern with CNN-based fire6

detection systems is their implementation in real-world surveil-7

lance networks, due to their high memory and computational8

requirements for inference. In this paper, we propose an original,9

energy-friendly, and computationally efficient CNN architecture,10

inspired by the SqueezeNet architecture for fire detection, local-11

ization, and semantic understanding of the scene of the fire. It12

uses smaller convolutional kernels and contains no dense, fully13

connected layers, which helps keep the computational require-14

ments to a minimum. Despite its low computational needs, the15

experimental results demonstrate that our proposed solution16

achieves accuracies that are comparable to other, more complex17

models, mainly due to its increased depth. Moreover, this paper18

shows how a tradeoff can be reached between fire detection accu-19

racy and efficiency, by considering the specific characteristics of20

the problem of interest and the variety of fire data.21

Index Terms—Convolutional neural networks (CNNs), deep22

learning, fire detection, fire disaster, fire localization, image23

classification, surveillance networks.24

I. INTRODUCTION25

RECENTLY, a variety of sensors have been introduced for26

different applications such as setting off a fire alarm [1],27

vehicle obstacle detection, visualizing the interior of the28

human body for diagnosis [2]–[4], animal and ship monitor-29

ing, and surveillance [5]. Of these applications, surveillance30

has primarily attracted the attention of researchers due to31
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the enhanced embedded processing capabilities of cameras. 32

Using smart surveillance systems, various abnormal events 33

such as road accidents, fires, medical emergencies, etc., can 34

be detected at early stages, and the appropriate authority 35

can be autonomously informed [6], [7]. A fire is an abnor- 36

mal event which can cause significant damage to lives and 37

property within a very short time [8]. The main causes of 38

such disasters include human error or a system failure which 39

results in severe loss of human life and other damage [9]. In 40

Europe, fire disasters affect 10 000 km2 of vegetation zones 41

each year; in North America and Russia, the damage is about 42

100 000 km2. In June 2013, fire disasters killed 19 firefighters 43

and ruined 100 houses in Arizona, USA. Similarly, another 44

forest fire in August 2013 in California ruined an area of land 45

the size of 1042 km2, causing a loss of $127.35 million [10]. 46

According to an annual disaster report [11], fire disasters alone 47

affected 494 000 people and resulted in a loss of $3.1 bil- 48

lion in 2015. In order to avoid such disasters, it is important 49

to detect fires at early stages utilizing smart surveillance 50

cameras. 51

Two broad categories of approach can be identified for 52

fire detection: 1) traditional fire alarms and 2) vision sensor- 53

assisted fire detection. Traditional fire alarm systems are based 54

on sensors that require close proximity for activation, such 55

as infrared and optical sensors. These sensors are not well 56

suited to critical environments and need human involvement 57

to confirm a fire in the case of an alarm, involving a visit 58

to the location of the fire. Furthermore, such systems can- 59

not usually provide information about the size, location, and 60

burning degree of the fire. To overcome these limitations, 61

numerous vision sensor-based methods have been explored by 62

researchers in this field [12]–[15]; these have the advantages 63

of less human interference, faster response, affordable cost, 64

and larger surveillance coverage. In addition, such systems can 65

confirm a fire without requiring a visit to the fire’s location, 66

and can provide detailed information about the fire includ- 67

ing its location, size, degree, etc. Despite these advantages, 68

there are still some issues with these systems, e.g., the com- 69

plexity of the scenes under observation, irregular lighting, and 70

low-quality frames; researchers have made several efforts to 71

address these aspects, taking into consideration both color and 72

motion features. 73

Chen et al. [9] examined the dynamic behavior of fires 74

using RGB and HSI color models and proposed a deci- 75

sion rule-assisted fire detection approach, which uses the 76

irregular properties of fire for detection. Their approach 77
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is based on frame-to-frame differences, and hence cannot78

distinguish between fire and fire-colored moving regions.79

Marbach et al. [16] investigated the YUV color space using80

motion information to classify pixels into fire and nonfire com-81

ponents. Töreyin et al. [17] used temporal and spatial wavelet82

analysis to determine fire and nonfire regions. Their approach83

uses many heuristic thresholds, which greatly restricts its real-84

world implementation. Han and Lee [18] compared normal85

frames with their color information for tunnel fire detection;86

this method is suitable only for static fires, as it is based on87

numerous parameters. Çelik and Demirel [19] explored the88

YCbCr color space and presented a pixel classification method89

for flames. To this end, they proposed novel rules for sepa-90

rating the chrominance and luminance components. However,91

their method is unable to detect fire from a large distance or92

at small scales, which are important in the early detection93

of fires. In addition to these color space-based techniques,94

Borges and Izquierdo [20] utilized the low-level features95

including color, skewness, and roughness in combination with96

a Bayes classifier for fire recognition.97

Rafiee et al. [21] investigated a multiresolution two-98

dimensional wavelet analysis to improve the thresholding99

mechanism in the RGB color space. Their method reduced100

the rate of false alarms by considering variations in energy101

as well as shape; however, false alarms can be higher in102

this approach for the case of rigid body movements within103

the frames, such as the movement of a human arm in the104

scene. Foggia et al. [22] presented a modified version of [21]105

based on a YUC color model, which obtained better results106

than the RGB version. Another similar method based on color107

information and an SVM classifier is presented in [23]. This108

method can process 20 frames/s; however, it cannot detect109

a fire from a large distance or of small size, which can occur in110

real-world surveillance footage. Color-based methods typically111

generate more false alarms due to variations in shadows and112

brightness, and often misclassify people wearing red clothes113

or red vehicles. Mueller et al. [24] attempted to solve this114

issue by analyzing changes in the shape of a fire and the115

movement of rigid objects. Their algorithm can distinguish116

between rigid moving objects and a flame, based on a fea-117

ture vector extracted from the optical flow and the physical118

behavior of a fire. Di Lascio et al. [25] combined color and119

motion information for the detection of fire in surveillance120

videos. Dimitropoulos et al. [26] used spatio-temporal fea-121

tures based on texture analysis followed by an SVM classifier122

to classify candidate regions of the video frames into fire and123

nonfire. This method is heavily dependent on the parameters124

used; for instance, small-sized blocks increase the rate of false125

alarms, while larger blocks reduce its sensitivity. Similarly,126

the time window is also crucial to the performance of this127

system; smaller values reduce the detection accuracy, while128

larger values increase the computational complexity. These129

dependencies greatly affect the feasibility of this approach130

for implementation in real surveillance systems. Recently,131

Foggia et al. [22] proposed a real-time fire detection algo-132

rithm based on color, shape, and motion features, combined133

in a multiexpert system. The accuracy of this approach is134

higher than that of other methods; however, the number of135

false alarms is still high, and the accuracy of fire detection can 136

be further improved. A survey of the existing literature shows 137

that computationally expensive methods have better accuracy, 138

and simpler methods compromise on accuracy and the rate of 139

false positives. Hence, there is a need to find a better tradeoff 140

between these metrics for several application scenarios of prac- 141

tical interest, for which existing computationally expensive 142

methods do not fit well. 143

To address the above issues, we investigate convolutional 144

neural network (CNN)-based deep features for early fire detec- 145

tion in surveillance networks. Our key original contributions 146

can be summarized as follows. 147

1) We avoid the time-consuming efforts of conventional 148

hand-crafted features for fire detection, and explore deep 149

learning architectures for early fire detection in closed- 150

circuit television (CCTV) surveillance networks for both 151

indoor and outdoor environments. Our proposed fire 152

detection framework improves fire detection accuracy 153

and reduces false alarms, compared to state-of-the-art 154

methods. Thus, our algorithm can play a vital role in 155

the early detection of fire to minimize damage. 156

2) We train and fine-tune an AlexNet architecture [27] 157

for fire detection using a transfer learning strategy. 158

Our model outperforms conventional hand-engineered 159

features-based fire detection methods. However, the 160

model remains comparatively large in size (238 MB), 161

making its implementation difficult in resource- 162

constrained equipment. 163

3) To reduce the size of the model, we fine-tune a model 164

with a similar architecture to the SqueezeNet model 165

for fire detection at the early stages. The size of the 166

model was reduced from 238 MB to 3 MB, thus sav- 167

ing an extra space of 235 MB, thus minimizing the 168

cost and making its implementation more feasible in 169

surveillance networks. Furthermore, the proposed model 170

requires 0.72 GFLOPS/image compared to AlexNet, 171

whose computational complexity is 2 GFLOPS/image. 172

This makes our proposed model more efficient in terms 173

of inference, allowing it to process multiple surveillance 174

streams. 175

4) We develop a feature map selection algorithm which can 176

intelligently choose appropriate feature maps from the 177

convolutional layers of the trained CNN, which are sen- 178

sitive to fire regions. These feature maps allow a more 179

accurate segmentation of fire compared to other hand- 180

crafted methods. The segmentation information can be 181

further analyzed to assess the essential characteristics 182

of the fire, for instance its growth rate. Using this 183

approach, the severity of the fire and/or its burning 184

degree can also be determined. Another novel charac- 185

teristic of our system is the ability to identify the object 186

which is on fire, using a pretrained model trained on 187

1000 classes of objects in the ImageNet dataset. This 188

enables our approach to determine whether the fire is 189

in a car, a house, a forest or any other object. Using 190

this semantic information, firefighters can prioritize 191

their targets by primarily focusing on regions with the 192

strongest fire. 193
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Fig. 1. Overview of the proposed system for fire detection using a deep CNN.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 2. Prediction scores for a set of query images using the proposed deep CNN. (a) Fire: 100%, normal: 0.0%. (b) Fire: 99.35%, normal: 0.47%. (c) Fire:
99.98%, normal: 0.02%. (d) Fire: 99.46%, normal: 0.54%. (e) Fire: 0.95%, normal: 99.05%. (f) Fire: 14.46%, normal: 85.54%. (g) Fire: 40.91%, normal:
59.09%. (h) Fire: 13.56%, normal: 86.44%.

The remainder of this paper is organized as follows. We pro-194

pose our architecture in Section II. Our experimental results195

using benchmark datasets and a feasibility analysis of the196

proposed work are discussed in Section III. Finally, this 197

paper is concluded in Section IV and possible future research 198

directions are suggested. 199
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Binarization

Fig. 3. Fire localization using the proposed deep CNN.

II. PROPOSED FRAMEWORK200

Fire detection using hand-crafted features is a tedious task,201

due to the time-consuming method of features engineering. It202

is particularly challenging to detect a fire at an early stage203

in scenes with changing lighting conditions, shadows, and204

fire-like objects; conventional low-level feature-based methods205

generate a high rate of false alarms and have low detec-206

tion accuracy. To overcome these issues, we investigate deep207

learning models for possible fire detection at early stages dur-208

ing surveillance. Taking into consideration the accuracy, the209

embedded processing capabilities of smart cameras, and the210

number of false alarms, we examine various deep CNNs for211

the target problem. A systematic diagram of our framework is212

given in Fig. 1.213

A. Convolutional Neural Network Architecture 214

CNNs have shown encouraging performance in numerous 215

computer vision problems and applications, such as object 216

detection and localization [28], [29], image segmentation, 217

super-resolution, classification [30]–[33], and indexing and 218

retrieval [34]. This widespread success is due to their hier- 219

archical structure, which automatically learns very strong 220

features from raw data. A typical CNN architecture consists 221

of three well-known processing layers. 222

1) A convolution layer, where various feature maps are pro- 223

duced when different kernels are applied to the input 224

data. 225

2) A pooling layer, which is used for the selection of max- 226

imum activation considering a small neighborhood of 227
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feature maps received from the previous convolution228

layer; the goal of this layer is to achieve translation229

invariance to some extent and dimensionality reduction.230

3) A fully connected layer which models high-level infor-231

mation from the input data and constructs its global232

representation. This layer follows numerous stacks of233

convolution and pooling layers, thus resulting in a high-234

level representation of the input data.235

These layers are arranged in a hierarchical architecture such236

that the output of one layer acts as the input of the next layer.237

During the training phase, the weights of all neurons in con-238

volutional kernels and fully connected layers are adjusted and239

learned. These weights model the representative characteristics240

of the input training data, and in turn can perform the target241

classification.242

We use a model with an architecture similar to that of243

SqueezeNet [35], modified in accordance with our target244

problem. The original model was trained on the ImageNet245

dataset and is capable of classifying 1000 different objects. In246

our case, however, we used this architecture to detect fire and247

nonfire images. This was achieved by reducing the number of248

neurons in the final layer from 1000 to 2. By keeping the rest249

of the architecture similar to the original, we aimed to reuse the250

parameters to solve the fire detection problem more effectively.251

There are several motivational reasons for this selection,252

such as a lower communication cost between different servers253

in the case of distributed training, a higher feasibility of254

deployment on FPGAs, application-specific integrated circuits,255

and other hardware architectures with memory constraints and256

lower bandwidth. The model consists of two regular convolu-257

tional layers, three max pooling layers, one average pooling258

layer, and eight modules called “fire modules.” The input of the259

model is color images with dimensions of 224×224×3 pixels.260

In the first convolution layer, 64 filters of size 3×3 are applied261

to the input image, generating 64 feature maps. The maximum262

activations of these 64 features maps are selected by the first263

max pooling layer with a stride of two pixels, using a neighbor-264

hood of 3×3 pixels. This reduces the size of the feature maps265

by factor of two, thus retaining the most useful information266

while discarding the less important details. Next, we use two267

fire modules of 128 filters, followed by another fire module268

of 256 filters. Each fire module involves two further convolu-269

tions, squeezing, and expansion. Since each module consists270

of multiple filter resolutions and there is no native support271

for such convolution layers in the Caffe framework [36], an272

expansion layer was introduced, with two separate convolution273

layers in each fire module. The first convolution layer contains274

1×1 filters, while the second layer consists of 3×3 filters.275

The output of these two layers is concatenated in the channel276

dimension. Following the three fire modules, there is another277

max pooling layer which operates in the same way as the first278

max pooling layer. Following the last fire module (Fire9) of279

512 filters, we modify the convolution layer according to the280

problem of interest by reducing the number of classes to two281

[M = 2 (fire and normal)]. The output of this layer is passed to282

the average pooling layer, and result of this layer is fed directly283

into the Softmax classifier to calculate the probabilities of the284

two target classes.285

Algorithm 1 Feature Map Selection Algorithm for
Localization
Input: Training samples (TS), ground truth (GT), and the
proposed deep CNN model (CNN-M)

1. Forward propagate TS through CNN-M
2. Select the feature maps FN from layer L of CNN-M
3. Resize GT and FN to 256×256 pixels
4. Compute mean activations map FMAi for FN
5. Binarize each feature map Fi as follows:

F (x, y)bin(i) =
{

1, F(x, y)i > FMA(i)

0, Otherwise

}

6. Calculate the hamming distance HDi between GT and
each feature map Fbin (i) as follows:

HDi = ∣∣Fbin(i) − GT
∣∣

This results in TS×FN hamming distances
7. Calculate the sum of all resultant hamming distances,

and shortlist the minimum hamming distances using
threshold T

8. Select appropriate feature maps according to the short-
listed hamming distances

Output: Feature maps sensitive to fire

A significant number of weights need to be properly 286

adjusted in CNNs, and a huge amount of training data is 287

usually required for this. These parameters can suffer from 288

overfitting if insufficient training data is used. The fully 289

connected layers usually contain the most parameters, and 290

these can cause significant overfitting. These problems can be 291

avoided by introducing regularization layers such as dropout, 292

or by replacing dense fully connected layers with convo- 293

lution layers. In view of this, a number of models were 294

trained based on the collected training data. Several bench- 295

mark datasets were then used to evaluate the classification 296

performance of these models. During the experiments, a trans- 297

fer learning strategy was also explored in an attempt to 298

further improve the accuracy. Interestingly, we achieved an 299

improvement in classification accuracy of approximately 5% 300

for the test data after fine-tuning. A transfer learning strat- 301

egy can solve problems more efficiently based on the reuse 302

of previously learned knowledge. This reflects the human 303

strategy of applying existing knowledge to different prob- 304

lems in several domains of interest. Employing this strategy, 305

we used a pretrained SqueezeNet model and fine-tuned it 306

according to our classification problem with a slower learn- 307

ing rate of 0.001. We also removed the last fully connected 308

layers to make the architecture as efficient as possible in 309

terms of classification accuracy. The process of fine-tuning 310

was executed for 10 epochs; this increased the classification 311

accuracy from 89.8% to 94.50%, thus giving an improvement 312

of 5%. 313

B. Deep CNN for Fire Detection and Localization 314

This section explains the process of fire detection and its 315

localization using the proposed deep CNN. Although deep 316
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Fig. 4. Sample images and the corresponding localized fire regions using our approach. The first row shows the original images, while the second row shows
the localized fire regions.

Algorithm 2 Fire Localization Algorithm
Input: Image I of the video sequence and the proposed deep CNN
model (CNN-M)

1. Select a frame from the video sequence and forward propagate
it through CNN-M

2. IF predicted label = non-fire THEN
No action
ELSE

a) Extract feature maps 8, 26, and 32 (F8, F26, F32) from
the “Fire2/Concat” layer of CNN-M

b) Calculate mean activations map (FMA) for F8, F26, and
F32

c) Apply binarization on FMA through threshold T as
follows:

FLocalize =
{

1, FMA > T
0, Otherwise

}

d) Segment fire regions from FMA
END

Output: Binary image with segmented fire Ilocalize

CNN architectures learn very strong features automatically317

from raw data, some effort is required to train the appropriate318

model considering the quality and quantity of the available319

data and the nature of the target problem. We trained vari-320

ous models with different parameter settings, and following321

the fine-tuning process obtained an optimal model which can322

detect fire from a large distance and at a small scale, under323

varying conditions, and in both indoor and outdoor scenarios.324

Another motivational factor for the proposed deep CNN325

was the avoidance of preprocessing and features engineering,326

which are required by traditional fire detection algorithms. To327

test a given image, it is fed forward through the deep CNN,328

which assigns a label of “fire” or “normal” to the input image.329

This label is assigned based on probability scores computed330

by the network. The higher probability score is taken to be the 331

final class label of the input image. A set of sample images 332

with their predicted class labels and probability scores is given 333

in Fig. 2. 334

To localize a fire in a sample image, we employ the frame- 335

work given in Fig. 3. First, a prediction is obtained from our 336

deep CNN. In nonfire cases, no further action is performed; 337

in the case of fire, we perform further processing of its 338

localization, as given in Algorithms 1 and 2. 339

After analyzing all the feature maps of the different layers 340

of our proposed CNN using Algorithm 1, feature maps 8, 26, 341

and 32 of the “Fire2/Concat” layer were found to be sensitive 342

to fire regions and to be appropriate for fire localization. We 343

therefore fused these three feature maps and applied binariza- 344

tion to segment the fire. A set of sample fire images with their 345

segmented regions is given in Fig. 4. 346

The segmented fire is used for two further purposes: 347

1) determining the severity level/burning degree of the scene 348

under observation and 2) finding the zone of influence (ZOI) 349

from the input fire image. The burning degree can be deter- 350

mined from the number of pixels in the segmented fire. 351

The ZOI can be calculated by subtracting the segmented fire 352

regions from the original input image. The resultant ZOI image 353

is then passed from the original SqueezeNet model [35], which 354

predicts its label from 1000 objects. The object information 355

can be used to determine the situation in the scene, such as 356

a fire in a house, a forest, or a vehicle. This information, along 357

with the severity of the fire, can be reported to the fire brigade 358

to take appropriate action. 359

III. EXPERIMENTAL RESULTS AND DISCUSSION 360

The experiments performed to verify the performance of 361

our approach are described in this section. Starting with 362
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TABLE I
DETAILS OF DATASET1

the experimental details, we give information about the363

system specification and the datasets used for the experi-364

ments. Following this, the experimental results for various fire365

datasets are presented, followed by a comparison with existing366

approaches in terms of fire detection and localization. Finally,367

we describe tests verifying the superiority of our method from368

the perspective of robustness. Our approach is referred to as369

“CNNFire” throughout the experiments.370

A. Experimental Setup and Datasets371

We conducted the experiments using a system with372

the following specifications: NVidia GeForce GTX TITAN373

X (Pascal) with 12 GB onboard memory using a deep learn-374

ing framework [36] and Ubuntu OS installed on an Intel375

Core i5 CPU with 64 GB RAM. A total of 68 457 images376

were used in the experiments; these were obtained from well- 377

known fire datasets including those of Foggia et al. [22] 378

with 62 690 frames, Chino et al. [37] with 226 images, and 379

other dataset sources [15], [38]. For the training and test- 380

ing phases of the experiments, we followed the experimental 381

strategy of [22], where 20% and 80% of the data are used 382

for training and testing, respectively. Using this strategy, we 383

trained our proposed SqueezeNet model with 5258 fire images 384

and 5061 nonfire images, resulting in a training dataset of 385

10 319 images. The details of the experiments using the dif- 386

ferent fire datasets and their comparison with state-of-the-art 387

techniques are given in subsequent sections. 388

B. Experiments on Dataset1 389

Our experiments for testing the performance 390

of the proposed framework are mainly based on 391
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 5. Set of representative images from Dataset1. The top four images are
taken from videos of fires, while the remaining four images are from nonfire
videos.

TABLE II
COMPARISON OF VARIOUS FIRE DETECTION METHODS FOR DATASET1

two datasets: 1) Foggia et al. [22] (Dataset1) and392

Chino et al. [37] (Dataset2). The reasons for using each393

of these datasets are provided in the relevant sections.394

Dataset1 contains a total of 31 videos captured in different395

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 6. Representative images from Dataset2. The top four images include
fires, while the remaining four images represent fire-like normal images.

environments. Of these videos, 14 videos include a fire, while 396

17 are normal videos. A variety of challenges, including 397

its larger size compared to other available datasets, make 398

this dataset particularly suitable for these experiments. For 399

example, some of the normal videos include fire-like objects; 400

this makes fire detection more challenging, and hence fire 401

detection methods using color features may wrongly classify 402

these frames. In addition, a set of videos are captured 403

in mountain areas and contain clouds and fog, for which 404

motion-based fire detection schemes may not work properly. 405

These situations can occur in the real world, and they are 406

therefore introduced in this dataset to make it as challenging 407

as possible. This is the primary reason for the selection of 408

this dataset for the experimental evaluation of our work. 409

Further information about Dataset1 is given in Table I. A set 410

of sample images from Dataset1 are given in Fig. 5, and the 411

collected experimental results using Dataset1 are tabulated 412

and compared with related methods in Table II. 413
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Fig. 7. Comparison of our CNNFire approach with other methods.

Fig. 5 shows a set of representative images from Dataset1.414

The top four images were taken from videos containing a fire,415

and the remaining four are from videos without a fire. As416

described at the start of this section, this dataset has many417

challenges, which are evident from the given set of images.418

The dataset contains videos captured in both indoor and out-419

door environments [see Fig. 5(b) and (g) for indoor and420

Fig. 5(a), (c)–(f), and (h) for outdoor examples]. The dis-421

tance of the camera from the fire and the size of the fire also422

vary a lot in the videos of Dataset1. For example, Fig. 5(a)423

illustrates a video where the fire is far away and the size is424

very small; conversely, the size of the fire in Fig. 5(c) is425

much larger, and it is at a shorter distance. Fig. 5(b) rep-426

resents an indoor environment with a small fire. Fig. 5(d)427

contains both a fire at a medium distance and red objects;428

this is similar to Fig. 5(h) except for the fact that the latter429

contains no fire. This poses a challenge and can be used to430

evaluate the effectiveness of color-based fire detection algo-431

rithms. Fig. 5(e) and (f) represents normal images with smoke432

and sunlight, which both look like fire. A similar effect is433

illustrated in the indoor scenario in Fig. 5 (g), where the434

sun is rising and is reflected in the window. These variations435

make the dataset much more challenging for fire detection436

algorithms.437

For a comparison of our results with state-of-the-art meth-438

ods for Dataset1, we selected a total of six related works.439

This selection was based on criteria including the features440

used in the related works, their year of publication, and the441

dataset under consideration. We then compared our method442

with the selected fire detection algorithms, as shown in443

Table II. The selected works use various low-level features and444

different datasets, and their year of publication ranges from 445

2004 to 2015. The results show that Çelik and Demirel [19] 446

and Foggia et al. [22] are the best algorithms in terms of 447

false negatives. However, their results are not impressive in 448

terms of the other metrics of false positives and accuracy. 449

From the perspective of false positives, the algorithm of 450

Habiboğlu et al. [23] performs best, and dominates the other 451

methods. However, its false negative rate is 14.29%, the worst 452

result of all the methods examined. The accuracy of the four 453

other methods is also better than this method, with the most 454

recent method [22] being the best. However, the false pos- 455

itive score of 11.67% is still high, and the accuracy could 456

be further improved. To achieve a high accuracy and a low 457

false positive rate, we explored the use of deep features for 458

fire detection. We first used the AlexNet architecture with- 459

out fine tuning, which resulted in an accuracy of 90.06% and 460

reduced false positives from 11.67% to 9.22%. In the base- 461

line AlexNet architecture, the weights of kernels are initialized 462

randomly and these are modified during the training pro- 463

cess considering the error rate and accuracy. We also applied 464

the strategy of transfer learning [39] whereby we initialized 465

the weights from a pretrained AlexNet model with a low 466

learning rate of 0.001 and modified the last fully connected 467

layer according to our problem. Interestingly, we obtained an 468

improvement in accuracy of 4.33% and reductions in false 469

negatives and false positives of up to 8.52% and 0.15%, 470

respectively. 471

Although the results of the proposed fine-tuned AlexNet are 472

good compared to other existing methods, there are still cer- 473

tain limitations. First, the size of this model is comparatively 474

large (approx. 238 MB), thereby restricting its implementation 475
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 8. Visual fire localization results of our CNNFire approach and other fire localization methods. (a) Input image: Fire021. (b) Ground truth. (c) BoWFire.
(d) Color classification. (e) Celik. (f) Chen. (g) Rossi. (h) Rudz. (i) CNNFire.

in CCTV networks. Second, the rate of false alarms (false pos-476

itives) is 9.07%, which is still high and would be problematic477

for fire brigades and disaster management teams. With these478

strong motivations, we explored SqueezeNet, a lightweight479

architecture, for this problem. We repeated the experiments480

for this new architecture and achieved an improvement of481

0.11% in accuracy. Furthermore, the rate of false alarms was482

reduced from 9.07% to 8.87%. The rate of false negatives483

remained almost the same. Finally, the major achievement of484

the proposed framework was the reduction of the model size485

from 238 MB to 3 MB, thus saving an extra 235 MB, which486

can greatly minimize the cost of CCTV surveillance systems.487

C. Experiments on Dataset2488

Dataset2 consists of 226 images, with 119 fire images and489

107 nonfire images. The dataset was obtained from [37], and490

is relatively small but contains several challenges, such as491

red and fire-colored objects, fire-like sunlight, and fire-colored492

lighting in different buildings. For illustration purposes, a set493

of representative images are shown in Fig. 6. It should be494

noted that none of the images from Dataset2 were used in the495

training processes of either AlexNet or our proposed model.496

The experimental results obtained from Dataset2 using the497

proposed architecture are presented in Table III. We compared498

our results with four other fire detection algorithms in terms499

of their relevancy, dataset, and year of publication. To ensure500

TABLE III
COMPARISON OF DIFFERENT FIRE DETECTION METHODS FOR DATASET2

a fair evaluation and a full overview of the performance of 501

our approach, we considered another set of metrics (precision, 502

recall, and F-measure [40]) as used by [37]. In a similar way 503

to the experiments on Dataset1, we tested Dataset2 using the 504

fine-tuned AlexNet and our proposed fine-tuned SqueezeNet 505

model. For the fine-tuned AlexNet, an F-measure score of 506

0.89 was achieved. Further improvement was achieved using 507

our model, increasing the F-measure score from 0.89 to 0.91 508

and the precision from 0.82 to 0.86. It is evident from Table III 509

that our method achieved better results than the state-of-the-art 510



MUHAMMAD et al.: EFFICIENT DEEP CNN-BASED FIRE DETECTION AND LOCALIZATION IN VIDEO SURVEILLANCE APPLICATIONS 11

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 9. Fire localization results from our CNNFire and other schemes with false positives. (a) Input image: Fire092. (b) Ground truth. (c) BoWFire. (d) Color
classification. (e) Celik. (f) Chen. (g) Rossi. (h) Rudz. (i) CNNFire.

methods, confirming the effectiveness of the proposed deep511

CNN framework.512

D. Fire Localization: Results and Discussion513

In this section, the performance of our approach is eval-514

uated in terms of fire localization and understanding of the515

scene under observation. True positive and false positive rates516

were computed to evaluate the performance of fire localization.517

The feature maps we used to localize fire were smaller than the518

ground truth images, and were therefore resized to match the519

size of the ground truth images. We then computed the num-520

ber of overlapping fire pixels in the detection maps and ground521

truth images, and used these as true positives. Similarly, we522

also determined the number of nonoverlapping fire pixels in523

the detection maps and interpreted these as false positives.524

One further reason for using SqueezeNet was the ability of the525

model to give larger sizes for the feature maps by using smaller526

kernels and avoiding pooling layers. This allowed us to per-527

form a more accurate localization when the feature maps were528

resized to match the ground truth images. Our system selects529

suitable features which are sensitive to fire using Algorithm 1,530

and localizes the fire using Algorithm 2. These localization 531

results are compared with those of several state-of-the-art 532

methods, such as Chen et al. [9], Çelik and Demirel [19], 533

Chino et al. (BoWFire) [37], Rudz et al. [41], and 534

Rossi et al. [42], as shown in Fig. 7. We report three 535

different results for our CNNFire based on the threshold 536

T of the binarization process in Algorithm 2. It can be 537

seen from Fig. 7 that our approach maintains a better bal- 538

ance between the true positive rate and false positive rate, 539

making it more suitable for fire localization in surveillance 540

systems. 541

Fig. 8 shows the results of all methods for a sample image 542

from Dataset2. The results of BoWFire, color classification, 543

Celik and Rudz are almost the same. Rossi gives the worst 544

results in this case, and Chen is better than Rossi. The results 545

from CNNFire are similar to the ground truth. Fig. 9 highlights 546

the performance of all methods for another sample image, with 547

a higher probability of false positives. Although BoWFire has 548

no false positives for this case, it misses some fire regions, as is 549

evident from its result. Color classification and Celik detect the 550

fire regions correctly, but give larger regions as false positives. 551

Chen fails to detect the fire regions of the ground truth image. 552
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(a)

(b)

(c)

Fig. 10. Sample outputs from our overall system: the first column shows input images with labels predicted by our CNN model and their probabilities,
with the highest probability taken as the final class label; the second column shows three feature maps (F8, F26, and F32) selected by Algorithm 1; the third
column highlights the results for each image using Algorithm 2; the fourth column shows the severity of the fire and ZOI images with a label assigned by
the SqueezeNet model; and the final column shows the alert that should be sent to emergency services, such as the fire brigade. (a) Fire: 98.76%, normal:
1.24%. (b) Fire: 98.8%, normal: 1.2%. (c) Fire: 99.53%, normal: 0.47%.

Rossi does not detect fire regions at all for this case. The553

false positive rate of Rudz is similar to our CNNFire, but the554

fire pixels detected by this approach are scarce. Although our555

method gives more false positives than the BoWFire method,556

it correctly detects the fire regions which are more similar to557

the ground truth images.558

In addition to fire detection and localization, our system559

can determine the severity of the detected fire and the object560

under observation. For this purpose, we extracted the ZOI from561

the input image and segmented fire regions. The ZOI image562

was then fed forward to the SqueezeNet model, which was563

trained on the ImageNet dataset with 1000 classes. The label564

assigned by the SqueezeNet model to the ZOI image is then565

combined with the severity of the fire for reporting to the fire566

brigade. A set of sample cases from this experiment is given 567

in Fig. 10. 568

E. Robustness of the Proposed Fire Detection Method 569

Against Attacks 570

In addition to comparing our results with state-of-the-art 571

methods, we tested the performance of our model against 572

numerous attacks, i.e., all effects that can negatively affect 573

the correct detection of a fire. Possible attacks include rota- 574

tions, cropping, and noise. All attacks and their effects on 575

performance were checked using a test image, as shown in 576

Fig. 11(a), which is labeled as fire with an accuracy of 99.24% 577

by our algorithm. In Fig. 11(b) and (e), parts of the fire 578
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 11. Evaluation of the robustness of the proposed fire detection algorithm against different attacks (noise, cropping, and rotation); images (b) and (e) are
labeled as normal, and the remaining seven images are labeled as fire. (a) Test image (Fire: 99.24%, Normal: 0.76%). (b) Normal: 99.9%, Fire: 0.1%.
(c) Normal: 5.99%, Fire: 94.01%. (d) Normal: 21.89%, Fire: 78.11%. (e) Normal: 99.88%, Fire: 0.12%. (f) Normal: 15.15%, Fire: 84.85%. (g) Normal:
9.94%, Fire: 90.06%. (h) Normal: 28.89%, Fire: 71.11%. (i) Normal: 0.37%, Fire: 99.63%.

are blocked by cropping a normal section from the same579

image and placing it over parts of the fire. The resultant580

images are labeled as normal with an accuracy of approxi-581

mately 99% when passed through the proposed fire detection582

model. In Fig. 11(c), (f), and (g), different types of noise are583

added to the original image, and its behavior is investigated.584

Interestingly, we found that the proposed model still labeled585

them as fire, despite a change in the quality of the images and586

especially the parts showing the fire. The probability scores of587

Fig. 11(c) and (g) are higher than Fig. 11(f), since the latter588

image of fire is more affected by the noise. Fig. 11(d) illus-589

trates another special test aimed at evaluating the capability of590

our model in terms of early fire detection. A small amount of591

fire is cropped from another image and is added to Fig. 11(b). 592

The resultant image is passed through our model, which iden- 593

tifies this as fire with a probability score of around 78.11%. 594

Lastly, we investigated the behavior of the proposed model 595

under rotation. For this purpose, we rotated the test image by 596

90◦ and 180◦ and passed these images through our fire detec- 597

tion architecture. It can be seen from Fig. 11(h) and (i) that 598

both images are correctly labeled as fire. We included this eval- 599

uation in experiments since in real-world surveillance systems, 600

video frames can be exposed to different types of noise due to 601

varying weather conditions. Thus, a fire detection system with 602

the capability to withstand various attacks is more suitable for 603

robust surveillance systems. Hence, our proposed architecture 604
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can be effectively used in current CCTV surveillance systems605

for fire detection with better accuracy and under a range of606

conditions, as verified by experiments.607

F. Feasibility Analysis608

In this section, the feasibility of the proposed fire detec-609

tion method in terms of its implementation in real-world610

CCTV surveillance systems is investigated. For this pur-611

pose, we considered two different experimental setups with612

specifications as follows: 1) NVidia GeForce GTX TITAN613

X (Pascal) with 12 GB onboard memory using a deep learn-614

ing framework [36] and Ubuntu OS installed on an Intel Core615

i5 CPU with 64 GB RAM (as described in Section III-A)616

and 2) a Raspberry Pi 3 with 1.2 GHz 64-bit quad-core617

ARMv8 Cortex-A53 and a Broadcom BCM2837, equipped618

with 1024 MiB SDRAM [43]. Using these two specifications,619

our system can process 20 frames/s and 4 frames/s, respec-620

tively, with an accuracy of 94.50% and a false positive rate621

of 8.87%. It is worth noting that conventional cameras can622

acquire approximately 25–30 frames/s and processing a sin-623

gle frame/sec for the possible detection of fire is sufficient624

due to the minor changes between frames. Similar work was625

done in [22], where they achieved 60 frames/s using a tra-626

ditional PC (Intel dual core T7300 with 4 GM RAM) and627

3 frames/s based on a Raspberry Pi B (ARM processor with628

700 MHz and 512 MiB RAM). These authors reported an629

accuracy of 93.55% with a false positive rate of 11.67%.630

Related work done by the same group is reported in [25],631

where they obtained 70 frames/sec using the above traditional632

PC with 92.59% accuracy and a 6.67% false positive rate.633

Another similar work is reported in [23], Habiboğlu et al.634

achieved 20 frames/s with a dual core 2.2 GHz system with635

a 5.88% false positive rate and 90.32% accuracy. However,636

these scores were collected using a smaller dataset than637

the ones used here and in [22]. Our proposed deep CCN638

architecture, which has a much smaller size (3 MB) com-639

pared to the AlexNet architecture (238 MB), can successfully640

detect fire at an early stage with 4 frames/s and resolution641

320×240 with a 8.87% false positive rate and 94.50% accu-642

racy. The motivation for using a Raspberry Pi 3 is its affordable643

price of $35. In view of these statistics, it is evident that644

the performance of our model is better than state-of-the-art645

methods, and that it can be easily integrated with current646

surveillance systems. Finally, it is worth mentioning that our647

proposed model requires 0.72 GFLOPS/image compared to648

AlexNet’s 2 GFLOPS/image, which makes it more efficient in649

inference, allowing it to process multiple surveillance streams.650

IV. CONCLUSION651

The embedded processing capabilities of smart cameras652

have given rise to intelligent CCTV surveillance systems.653

Various abnormal events such as accidents, medical emergen-654

cies, and fires can be detected using these smart cameras. Of655

these, fire is the most dangerous abnormal event, as failing to656

control it at an early stage can result in huge disasters, lead-657

ing to human, ecological and economic losses. Inspired by the658

great potential of CNNs, we propose a lightweight CNN based659

on the SqueezeNet architecture for fire detection in CCTV 660

surveillance networks. Our approach can both localize fire 661

and identify the object under surveillance. Furthermore, our 662

proposed system balances the accuracy of fire detection and 663

the size of the model using fine-tuning and the SqueezeNet 664

architecture, respectively. We conduct experiments using two 665

benchmark datasets and verify the feasibility of the proposed 666

system for deployment in real CCTV networks. In view of 667

the CNN model’s reasonable accuracy for fire detection and 668

localization, its size, and the rate of false alarms, the system 669

can be helpful to disaster management teams in controlling 670

fire disasters in a timely manner, thus avoiding huge losses. 671

This paper mainly focuses on the detection of fire and 672

its localization, with comparatively little emphasis on under- 673

standing the objects and scenes under observation. Future 674

studies may focus on making challenging and specific scene 675

understanding datasets for fire detection methods and detailed 676

experiments. Furthermore, reasoning theories and information 677

hiding algorithms [44]–[46] can be combined with fire detec- 678

tion systems to intelligently observe and authenticate the video 679

stream and initiate appropriate action, in an autonomous way. 680
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[17] B. U. Töreyin, Y. Dedeoğlu, U. Güdükbay, and A. E. Çetin, “Computer732

vision based method for real-time fire and flame detection,” Pattern733

Recognit. Lett., vol. 27, no. 1, pp. 49–58, 2006.734

[18] D. Han and B. Lee, “Development of early tunnel fire detection algo-735

rithm using the image processing,” in Proc. Int. Symp. Vis. Comput.,736

2006, pp. 39–48.737

[19] T. Çelik and H. Demirel, “Fire detection in video sequences using a738

generic color model,” Fire Safety J., vol. 44, no. 2, pp. 147–158, 2009.739

[20] P. V. K. Borges and E. Izquierdo, “A probabilistic approach for vision-740

based fire detection in videos,” IEEE Trans. Circuits Syst. Video Technol.,741

vol. 20, no. 5, pp. 721–731, May 2010.742

[21] A. Rafiee, R. Dianat, M. Jamshidi, R. Tavakoli, and S. Abbaspour, “Fire743

and smoke detection using wavelet analysis and disorder characteris-744

tics,” in Proc. 3rd Int. Conf. Comput. Res. Develop. (ICCRD), 2011,745

pp. 262–265.746

[22] P. Foggia, A. Saggese, and M. Vento, “Real-time fire detection for video-747

surveillance applications using a combination of experts based on color,748

shape, and motion,” IEEE Trans. Circuits Syst. Video Technol., vol. 25,749

no. 9, pp. 1545–1556, Sep. 2015.750
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